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First, a caveat: the descriptions in this chapter should 

not be used as a guide to compliance, since legal re-

quirements are constantly changing. It instead provides 

ways to think about the issues that people discuss 

issues often neglected. In the United States, privacy 

rules vary across sectors. Traditional approaches to 

student privacy, most notably the Family Educational 
1 rely on regulating how 

schools share and allow access to personally identi-

records. They use informed consent and institutional 

oversight over data disclosure as a means to ensure 

that only actors with legitimate educational interests 

1

https://www2.ed.gov/policy/gen/guid/fpco/pdf/ferparegs.pdf 

to amend — that have been at the core of most privacy 

regulation since the early 1970s. These early privacy 

rules also focus primarily on disclosure of student 

information without addressing educators’ collection, 

use, or retention of education records.

Newer approaches to student privacy tend to simply 

prohibit certain practices or require them to serve 

-

cation data ecosystem, let alone support growth and 

do not deal with the more nuanced issues raised by 

learning analytics and educational data mining even 

when used by educators for educational purposes. 

They do not consider the ways that using big data to 

serve education may not serve the interests of all ed-

Chapter 28: Unpacking Student Privacy
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directly from students. Newer privacy protections are uncoordinated, often prohibiting 

providing meaningful transparency, and ensuring algorithmic accountability. 
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the fast pace of technological change and the highly 

analytics and education data mining must go beyond 

mere compliance through deliberate foresight, trans-

parency, and accountability to ensure that data-driven 

and promote equity in broader society.

The first wave of student privacy panic occurred 

collect a wider array of information about students. 

Educators and administrators routinely shared student 

information on an ad hoc and often undocumented 

FERPA’s Default against School 
Disclosure
In response, Congress passed the primary federal 

as shorthand). Federally funded schools, districts, 

and state education agencies must provide parents 

with access to education records maintained by the 

shorthand) and the ability to challenge their accuracy. 

Education actors must also get parents’ permission 

-

to consent on their behalf.2

-

institutions and agencies to approved recipients with 

requirements, schools must obtain parents’ written 

-

mation maintained in a student’s educational record 

parents or students, make most privacy decisions 

Schools Authorizing Disclosure to Serve 
“Educational” Interests

data-related decision making to schools and districts. 

-

dent information without prior consent if the recipient 

is 1) performing services on their behalf and 2) has a 

2

gen/guid/fpco/pdf/ferparegs.pdf. 

information; and, ostensibly, 3) has taken reasonable 

-

mation.3

Education, n.d.). As a result, most rely on criteria 

so broad as to encompass almost any circumstance 

to control recipients’ detailed information practic-

es, relying instead on terms of service or contracts 

(Reidenberg et al., 2013).

Researchers Barred from Repurposing 
Student Data

educational actors share information with researchers. 

-

administering predictive tests; administering student 
4 Researchers 

-

it is no longer needed.

Compliance-Oriented Enforcement
Educational actors have no direct accountability for 

-

violations. As a result, it does not impose consequences 

for individual instances of noncompliance. Students and 

educators cannot sue for violations under the statute 

-

all federal funding, including support in the form of 

federal student loans, if an educational institution or 
5 

action since the statute’s enactment over forty years 

protect, the agency instead focuses on bringing edu-

For almost forty years, stakeholders predominantly 

-

imal transparency, individual control over information, 

3

4

5
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it regulates education records, not student data. The 

statute provides only narrow protection in terms of 

the information it covers, the actions it relates to, and 

the entities to which it applies in an age of big data.

From Education Records to Student Data
Low-cost storage, instantaneous transfer over con-

nected networks, and cloud-based servers create an 

-

teroperable, instantly transferable data stored on cloud 

servers. Interactive educational tools and platforms 

generate more information about students with more 

information from out-of-classroom sources, like school 

mined student information is publicly available, many 

and analysis of student data unsettling (Watters, 

2015). The automatic capture of clickstream-level data 

about students, the permeability of cloud computing 

new privacy concerns (Singer, 2013).

-

sight of recipients’ information practices may not be 

possible, let alone practical or meaningful, given the 

transmission of information in interactive, digitally 

mediated environments. The statute does not even 

address schools’ own privacy practices or cover new 

independent education providers, like massive open 

online courses (MOOCs), which collect information 

receive no federal funding. Stakeholders have little 

idea about what information schools and companies 

collect on students and how they use them (Barnes, 

2014). They can’t be sure that educators and data 

recipients even adhere to the privacy promises they 

accountability for non-compliance.

Proliferation of New Student Privacy Pro-
tections
Since 2013, state policymakers responded to stakeholder 

states have passed 73 of these into law. On the federal 

bills that would directly regulate the companies and 

majority of protective measures apply to federally 

-

ways districts, researchers, institutions, companies, 

states, and federal policymakers propose to protect 

transparency, accountability, and baseline data safety, 

security, and governance protocols. Many simply con-

with third-party vendors and education researchers. 

types of information or from outside sources like 

social media. Some measures regulate data-reliant 

Self-Regulation Supplements

self-regulation. Over 300 companies have signed a 

-

vacy Forum and the Software & Information Industry 

Association, which includes ten principles such as not 

selling student data. Signatories risk FTC enforcement 

if they do not abide by their promises (Singer, 2015). 

-

new best practice guidelines and privacy toolkits 

about information practices, consideration regarding 

learning analytics purposes and potential outcomes, 

and accountability for noncompliance.

While the latest round of student privacy regulation 

-

dent data and some sorely needed transparency, most 

concrete sense of what information is contained in 

education records, vague notions of how data can be 

Minimal Meaningful Consent and 
Oversight

oversight of disclosure as a way to ensure that only 

appropriate recipients can access student data. This 

may not be possible, let alone practical or meaningful, 

automated transmission of information in interactive, 

STUDENT PRIVACY GAPS



HANDBOOK OF LEARNING ANALYTICSPG 330

digitally mediated environments. Contractual provisions 

create some more structure, but require schools to 

monitor third-party information practices and bring 

disclosure doesn’t work as well to prevent inappro-

priate use of student information since recipients 

Crude Categorical Prohibitions
Some regulations attempt to address this problem by 

repurposing. This often leads to problematic outcomes 

system and unnecessarily restricts promising learning 

analytics and educational data mining. In Florida, for 

regarding special education students. As a result, 

many states have had to suspend or amend their initial 

attempts at ensuring student privacy. Erasure rules 

severely limit the potential for longitudinal studies and 

Limits of Education Purpose 
Limitations
Many new laws follow the model of California’s Stu-

student information directly, rather than trying to do 

so through school oversight. Online providers of such 

services must have contracts with schools, erase student 

information upon request, and cannot create learner 
7

or purposes attempt to prevent commercial misuse 

not address more nuanced issues raised by learning 

-

tion rules rest on the assumption of a consensus about 

consider ways that institutions or researchers might 

interests of learner data subjects while still legitimately 

using data to manage institutional resources, improve 

the education system, or shed insight on learning sci-

7 The statute does, however, include a carve out indicating that 

is not clear how these rules will work in practice. Student Online 

to save resources or improve rankings (Ashman et al., 

Leaving Out Learner Data
Most new laws do not address information held in 

higher education institutions. They do not address 

environments independent of traditional, federally 

funded education institutions. Instead, the more 

permissive commercial privacy regime governs data 

collected and used by these private entities (in the 

absence of applicable state law). This means that use 

-

sumer privacy policies, which are notorious for being 

incomprehensible, overly broad, and open to change 

Society grapples with these issues across sectors, 

but they are particularly acute in education environ-

ments. As individuals who seek to improve education 

to lose sight of how revolutionary the information 

practices involved in learning analytics and education 

data mining are compared to traditional education 

information practices and norms about student data. 

Students rarely have a realistic choice to opt out of 

mainstream data-driven technologies. Education data 

subjects are more vulnerable than those in typical 

children, but also because learning requires some 

degree of risk-taking for intellectual growth. There 

are still unresolved issues about whether these tools 

-

table opportunities, undermine the broader goals of 

the education system, and give students less agency 

Equitable Outcomes
It is important for those working with student data 

to consider how consequences may play out in an 

of theoretical and technological models. Algorithmic 

models may inadvertently discriminate against mi-

norities or students of lower socioeconomic status. 

They may have disparate impacts. Tools that predict 

student success could repeat past inequities instead 

of promoting more achievement and upward mobility. 

Ostensibly neutral policies can create deeply inequi-

table outcomes due to uneven implementation (boyd 

Selbst, 2014).

EDUCATION DATA ETHICS
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Broader Education Effects
Continuously collecting detailed information in class-

rooms, from cameras, or from sensors can have broader 

consequences. Ubiquitous surveillance and embedded 

assessment may have a chilling effect on student par-

reliance on periodic high-stakes tests, they also put 

every moment of the learning process under scrutiny. 

This may ultimately undermine trust in data-driven 

education tools and practitioners, chilling the intel-

lectual risk-taking required in learning environments.

Inadvertently Shifting Authority
Learning analytics and educational data mining changes 

not only how, but who makes pedagogical and academic 

decisions. Traditionally, the individuals who evaluated 

and made decisions about students were close at hand 

concerns about particular outcomes could go directly 

created transparency, and an easy avenue to seek 

redress, thereby providing accountability.

In adopting data-driven education tools, educators 

change what goes into measuring learning, what goals 

we seek to achieve through education, and who gets 

to make those decisions. Automated and algorithmic 

pedagogical and institutional decision-making shifts 

the locus of authority from a traditional, physically 

present human to obscure technologies or remote 

changes who gets to make important decisions that 

shape lives and the education system overall. It does 

so without the shift being obvious, and, in many cases, 

deliberate. This shift in who can access and use data 

consider the handoff of authority that goes with the 

handoff of data.

Under the current and emerging regulatory frame-

work, learning analytics and education data mining 

practitioners and consumers will have much of that 

power. They will accordingly bear the responsibility of 

about technological structures, conceptual models, 

and learning outcomes craft the rules that apply in 

practice to information in learning environments. 

These decisions need to be made thoughtfully and 

trust required for individual participation, institutional 

implementation, and policymaker support for learning 

analytics and educational data mining overall.

I recommend going beyond mere compliance to take 

a more proactive approach. Ideally, this involves not 

only anticipating potential problems, but also putting 

protocols in place to determine practices if they arise 

and open communication with data subjects and stake-

holders. Key components of proactive student privacy 

practices include 1) considering ethical implications; 

communicating with data subjects and stakeholders 

about data practices, purposes, and protection; and 

4) ensuring algorithmic accountability.

Ethical Scrutiny
Learning analytics and educational data mining projects 

should include deliberate, proactive consideration of 

and time, unintended outcomes related to learning 

and broader society, and ethical questions regarding 

Institutional Review Boards (IRBs) that must approve 

of academic research. However, data use only inside 

instead of research, and company practices rarely un-

ethical principles.

Learning analytics and educational data mining prac-

titioners, consortia, and supporters have promulgated 

ethical principles to guide information practices. These 

raise important issues, including the importance and 

collected, stored, processed, and shared in learning 

systems, given the volume of information and com-

-

Explicit Review
-

-

mental design. At a minimum, data-driven education 

tools should be audited for unintended bias, disparate 

impact, and disproportionate distribution of risk and 

proactive measures to address possible, but foresee-

able, problematic outcomes ahead of time. Is there a 

GOING BEYOND COMPLIANCE
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Student data in the digital era: An overview of current practices. 

Information & Management, 51

Asilomar Convention for Learning Research in Higher Education. (2014). Student data policy and data use mes-
saging for consideration at Asilomar II. Asilomar, CA. http://asilomar-highered.info/

accountability and ethical review. Many companies, for 

-

ety’s interests into account before moving forward on 

Aggressive Transparency
Ideally, learning analytics and education data mining 

tools and technologies should also provide mean-

ingful transparency and algorithmic accountability. 

Transparency is important on both the micro- and 

helps reassure stakeholders who might panic in an 

information about learning analytics and educational 

data mining data practices.

Transparency and outreach about the ways that data 

future student in a land far, far, away — helps ameliorate 

stakeholder fears. Open and early communication also 

helps reduce the impression that a small elite group 

of scientists have tremendous control over student 

shrouded in secrecy. It helps to recruit institutional 

and the wider community.

Algorithmic Accountability
Transparency, however, is not enough to ensure ap-

propriate information practices. It is a prerequisite. 

given the stakes at issue and the obscurity of algorith-

mic decision making. Learners and stakeholders will 

want to know what evidence backs up pedagogical 

and institutional decision making. Ideally, learning 

analytics and education data mining practitioners 

should implement tools for algorithmic accountability. 

These include audits to double check that algorith-

mic tools perform as intended and actually promote 

promised outcomes.

A key piece of algorithmic accountability that will 

become increasingly important in affecting learners’ 

future opportunities is the need to document algorith-

mic and institutional decision making to allow for due 

2017). Learners, educators, and institutions will want 

to see the evidence and know about the systems that 

impact their academic progress and credentialing and 

Trust is crucial to learning environments, which seek 

As noted in a 2014 White House report on big data, 

particularly important to use data in a manner that 

and learn without concern that there will be long 

term consequences for errors that are part of the 

By going beyond mere compliance, those entrusted 

with education data can guard against potential unin-

tended consequences of even the most well-meaning 

projects that might undermine the very goals they seek 

to achieve. The readers of this handbook entrusted 

with the wealth of student data should take a proac-

tive approach that aims not at mere compliance, but 

goes beyond to consider broader social, ethical, and 

in data-driven education and ensure that learning 

analytics and educational data mining achieve their 

revolutionary potential.

CONCLUSION
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