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of learning analytics (LA; Buckingham Shum, 2013; 

Buckingham Shum, de Laat, de Liddo, Ferguson, 

& Whitelock, 2014). It includes processing of open 

large proportion of research in the area focuses on 

assessment of writing, but it encompasses more than 

that, including analysis of discussions occurring in 

discussion forums, chat rooms, microblogs, blogs, 

and even wikis. We consider LA broadly as learning 

about learning by listening to learners learn, with our 

listening normally assisted by data mining and machine 

learning technologies, though the published work in 

the area may precede but not yet include automation 

in all cases (Knight & Littleton, 2015; Milligan, 2015). 

Furthermore, we consider that what makes this area 

distinct is that the listening focuses on natural lan-

guage data in all of the streams in which that data is 

produced.

This chapter offers a very brief introduction to this 

area that has alternately suffered from two dangerous 

-

tation fuelled by the desire of many to have an off-

the-shelf solution that will do their analysis work for 

them at the click of a button. Those falling prey to this 

misconception are almost certainly doomed to dis-

appointment. Making effective use of either the most 

simple or the most powerful modelling technologies 

sometimes resulting from disappointments arising 

times coming from a deep enough understanding of 

past the understanding that no computer could ever 

fully grasp the nuances that are there. While it is true 

that there are meaningful patterns that state-of-the-

art modelling approaches are able to identify. Much 

published work from recent Learning Analytics and 

Knowledge and related conferences that illustrate the 

state-of-the-art are cited throughout this chapter. A 

recent survey on computational sociolinguistics tells 
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impact in multiple areas, including offering analytic lenses to support research, enabling 

-

tion tools such as reports and feedback after learning activities in support of both learning 

and instruction. The purpose of this chapter is to encourage both an appropriate level of 

place within this scope to discern what kinds of collaborators to seek in order to form a 

interested in delving deeper.
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press), and might be of interest to dedicated readers.

The hope of this chapter is that it provides helpful 

pointers to readers who want to dig a little further. 

the foundational work within the LA community 

(Buckingham Shum, 2013; Buckingham Shum et al., 

-

er-supported collaborative learning can be found in 

three earlier published journal articles (Rosé et al., 

1 MOOC 

offered on the edX platform. Other resources will be 

presented at the end of this chapter.

In this chapter, we are interested in the natural lan-

guage uttered during episodes of learning. We seek 

to be theoretically and methodologically inclusive. 

views learning and its connection with language from 

a cognitive lens, in other words, seeking categories of 

language behaviour whose presence in a discourse 

makes predictions about learning gains because of 

the connection between the associated discourse 

processes and cognitive processes associated with 

learning. In this chapter, we seek to view learning and 

its connection with language through a social lens in 

order to leverage the important interplay between the 

cognitive and social factors in learning (Hmelo-Silver, 

that reveal underlying dispositions, attitudes, and 

relationships that play a supporting (or sometimes 

interfering) role in the learning interactions. Regardless 

of the situation in which it is uttered, natural language 

is deeply personal and deeply cultural. Embedded 

those of generations that came before us. The details 

of language choices provide clues about the identities 

we purposefully project as well as sometimes those 

we seek to hide or even those of which we are not 

consciously aware. They project assumptions about 

and attitudes towards our audience and our posi-

tioning with respect to our audience, or sometimes 

just assumptions we want our audience to think we 

are making. We use these choices as currency in an 

economy of relationships in which we seek to achieve 

With this understanding, as we use computation as 

1 -

a lens to aid in our listening to learners, we must ac-

knowledge that we are always abdicating some of the 

responsibility for interpretation to the technologies 

that sit between us and the learning process, including 

whatever was lost or transformed in the recording 

into some digital form, and the further reduction and 

transformation that occurred during the application 

of the analytic technology (Morrow & Brown, 1994). 

With that caveat in mind, in this chapter we will fo-

cus heavily on questions of model interpretation and 

assessment of validity.

When one initially thinks about analytics, algorithms 

immediately pop to mind (Witten, Frank, & Hall, 2011). 

However, it is important to take a lesson from applied 

the data. Machine learning models cannot be applied 

each feature is one of these questions, then for each 

instance, the feature value is the answer to the question. 

Interested readers can get a good feel for the breadth 

2

process, and contact information for researchers who 

are willing to offer help.

The key to success with modelling technologies applied 

meaningful clues. Thinking about this question begins 

by considering how language is structured. Though 

on the surface language may appear to the naked eye 

as a monolithic, unstructured whole, the fact is that 

it is composed of multiple layers of structure, each 

described within a separate area of linguistics. An 

Archibald, Aronoff, & Rees-Miller, 2009) would be a 

valuable resource for researchers desiring to get into 

level, referred to as phonology and phonetics. Here 

together into the syllabic structure of a language are 

described. A basic alphabet of sounds comprise the 

set of phonemes, but within dialects these may be 

2 http://lightsidelabs.com/research/ 
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pronounced in particular ways, which carry social 

of socially relevant variables such as ethnicity, so-

the inner structure of words is described in a layer 

referred to as morphology. This is where systems of 

picture, which change the tenses on verbs or number 

on nouns, among other things. Above that is the level 

sentences is described. Also at the level of a sentence 

is the area of semantics, which describes how meaning 

and referencing low level semantic units at the level 

among other aspects of structure. While these technical 

terms might be unfamiliar to many readers, they may 

provide useful search terms for readers who desire to 

If one traces the history of several areas in which nat-

ural language data has been the target of automated 

analysis, we hear the same refrain, namely the key to 

valid modelling is design of meaningful representations. 

that readers can be spared from learning the same 

lesson the hard way. Taking one of the earliest cases 

Hammer, 2012). The earliest approaches used simple 

models, like regression, and simple features, such as 

counting average sentence length, number of long 

words, and length of essay. These approaches were 

highly successful in terms of reliability of assignment 

of numeric scores (Shermis & Burstein, 2013); however, 

of evidence for assessment. In later work, the focus 

instructors included in their own rubrics for scoring 

writing. This investigation led to inclusion of content 

focused features, including techniques akin to factor 

content based assessments, though these still fall prey 

to problems with unigram features since they are also 

usually grounded in a unigram language representation. 

Other factor analytic language analysis approaches 

recently been used for assessment of student writing 

along multiple dimensions, including such factors as 

education, success with assessment of open-ended 

At this point, it is useful to return to the tension be-

think about the challenges in identifying appropriate, 

meaningful features, we must come to terms with 

the limitations of the lenses we construct through 

modelling tools. The analytic technologies applied in 

practitioners that sits between them and the episodes 

of learning that occur within the world, or they may 

be a filter that mediates the interaction between 

learners and instructors, between learners, or be-

tween learners and learning technologies. Lenses are 

useful precisely because they do not simply transfer 

Instead they accentuate aspects of those images that 

would not as effectively been seen without them. That 

is what we need them to do. At the same time, they 

obscure other details that are deemed less interesting 

by design. Lenses always distort. But in order to use 

them in a valid way, we must understand what each 

accentuates and obscures so that we can select an 

appropriate lens, and so we can interpret what we 

see in a valid way, always questioning how the picture 

would be different without it or with a different lens. 

Thus, from the beginning, we would caution those 

who consume the research in this area, develop these 

lenses, or actively apply them in research or practice, 

to be wary of what is inevitably lost or transformed in 

the process of application. Now this chapter will turn 

will appear through the analytic lens are made at the 

from a seemingly monolithic whole to a set of features 

feature within the representation. Imagine that all 

you knew about a person was the set of answers to 

questions posed during a game of twenty questions, 

and now your task is to classify that person into a 

number of social categories of interest. If the ques-

tions are carefully constructed, you may be able to 

make an accurate prediction; nevertheless, you must 

acknowledge that much information and insight into 

that person as an individual will have been lost in the 

process. Once information is lost at this important 

stage in the process, it cannot be recovered through 

application of an algorithm, no matter how advanced 

REPRESENTATION OF TEXT
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and generally effective that algorithm is. Thus, we 

careful decision making about representation, careful 

of the validity of inferences made. While readers new 

Overview

feature space, for each word appearing within the set of 

feature that asks about the presence of that word within 

achieve reasonably high performance, the models 

very similar circumstances to that of the training data. 

people talk about in the set of instances associated 

with that label in the training data. If there is some 

consistency in that, then it can be learned by these 

come from a relevant layer of structure.

The purpose of the feature-based representation of 

objective is to achieve this predictive modelling with 

the highest possible accuracy (Rosé et al., 2008; Mc-

Laren et al., 2007; Allen, Snow, McNamera, 2015). This 

orientation will be the focus of this section. However, 

it is important to note that in some work within the 

-

features, and thus the predictive modelling, if any, 

serves mainly as a validation of the meaningfulness of 

-

tion, in this vector-based comparison, the chosen 

features should make instances that are of different 

categories look far apart within the vector space, and 

instances that are of the same category look close 

within the vector space. This principle can also be 

the same way look different or make instances that 

by models trained using representations that include 

those features. The problem is often either ambiguous 

features (i.e., features that mean different things in 

-

uate) or fragmentation (i.e., the same abstract feature 

some of which are missing or too sparse in your data). 

It may also be that the most meaningful features are 

simply missing from your feature space, and other 

features, which may correlate with the meaningful 

counter-productive when the model is applied to 

new data where the spurious correlations between 

the meaningful features and less meaningful features 

Case Study
In order to illustrate the thinking that goes into repre-

known as sentiment analysis

-

investigation of what these analytics do or do not 

are struggling and ultimately drop out. We will see 

Yang, & Rosé, 2014a). In leading the reader through this 

case study, the hope is that the reader will see how 

one might progress through cycles of data analysis 

from pre-conceptions that start out overly simplistic, 

but become more informed through iteration. The 

of analytics applied to rich, relatively unstructured 

data, will follow a similar storyline.

and rely on an association between words and this 

affective judgment. Thus, much work has gone into 

-

ciate words with a positivity or negativity score. The 

area of sentiment analysis is well developed, gaining 

substantial representation in industry, providing 

services to businesses related to marketing issues. 

Nevertheless, the limitations of the technology are 

of the linguistic literature is that much about attitude 

-

ically positive or negative (Martin & White, 2005). This 
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if one knows that typically sunny days are preferred 

indicates that the weather is not so good, despite 

comment about the weather despite the presence of 

a negative word.

Now we will investigate situations more close to 

home where the approach may fall short. Because 

sentiment analysis is one of the most widely known 

and widely used language technologies by researchers 

of this technology, and thus that work will be a con-

venient case study. The rationale for its application 

was that discussion forum data may be useful for 

understanding better how, why, and when students 

drop out of MOOCs, with the idea that students may 

and that dissatisfaction should be visible using sen-

timent analysis as a lens. In an early such investiga-

completely automated method) and their associated 

probability of course completion. Adamopoulos (2013) 

developed a sentiment related assessment method to 

measure sentiment associated with different course 

-

press their attitudes about in course discussion forums. 

approach to identify themes in the course aspects 

mentioned in connection with attitudes. With this 

more detailed view, they were able to identify that not 

attitude in general, but attitude towards the professor, 

the assignments, and other course materials had the 

strongest association with dropout. In more recent 

work (Wen et al., 2014a), we pushed the automated 

analysis further, increasing the accuracy of sentiment 

as well as contrasting sentiment at the student level 

with sentiment at the course level. In this work, the 

and dropout depended upon the nature of the course.

With more probing, it became clear that a far more 

problem-solving course might just indicate engagement 

and images may come up in a literature course where 

stories about unfortunate or stressful events are 

have nothing to do with a student’s feeling about the 

that material. We conclude that sentiment analysis is 

not as simple as counting positive and negative words. 

Individual words are not enough evidence of attitude, 

negative and positive comments in the same review, and 

like this observed through qualitative analysis must 

be taken into account when representing your data.

and latent variable analysis techniques (Skrondal & 

popular in the area. These may be unsupervised (i.e., 

not requiring pre-assigned labels), supervised (i.e., re-

learning algorithms, but not requiring a pre-assigned 

unsupervised methods. The most popular such tech-

niques in the education space include factor analytics 

the details and discuss strengths and limitations. In 

recent work in LA, unsupervised approaches have been 

2015; Sekiya, Marsuda, & Yamaguchi, 2015; Chen, Chen, 

techniques (Hsiao & Awasthi, 2015), or alternating 

with or building on hand analysis (Molenaar & Chiu, 

modelling technologies have widely been used because 

less apt at doing so than the prevailing view would 

have one believe. These tools do indeed have their 

of this chapter is to raise the curiosity of the reader 

to dig a little deeper in order to foster an appropriate 

scepticism, as described above.

Topic modelling approaches have become very popular 

for modelling a variety of characteristics of unlabelled 

(Blei et al., 2003), which is a generative model effective 

for uncovering the thematic structure of a document 

collection. Hidden Markov modelling (HMM) and other 

UNSUPERVISED METHODS
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sequence modelling approaches are becoming popular 

(Molenaar & Chiu, 2015). Sometimes these approach-

es are combined in order to identify how language 

& Rosé, 2015). Statistical approaches such as these are 

meant to capture regularities. They are most valuable 

as tools in methodologies that value data reduction 

unusual occurrences within the data, they are less 

valuable in methodologies that seek unusual happenings 

that challenge assumptions. Though one might adopt 

an anomaly detection approach to identify instances 

that violate assumptions as a way of identifying such 

likely to be unusual in ways that are not necessarily 

interesting from the standpoint of challenging as-

sumptions of theoretical import.

latent word class that frequently occur together within 

the same document. The learned structure is more 

the latent structure is a probabilistic assignment of 

each whole data point (which is a document) to a single 

words within documents are probabilistically assigned 

to latent classes in such a way that data points can 

-

ture is important for topic analysis. By allowing the 

of latent word classes, it is possible then to keep the 

blended within individual documents. Each latent word 

class is represented as a distribution of words. The 

words that rank most highly in the distribution are 

those treated as most characteristic of the associated 

latent class, or topic.

as a technique that models word co-occurrence as-

common in a corpus, which frequently correspond to 

common themes. However, the common themes do 

not necessarily have a one-to-one correspondence 

with the themes of interest. Unfortunately, that means 

within the resulting representation, there will not be 

a distinct representation for those themes of interest 

that are not common. Similarly, unusual phrasings 

of common ideas will also typically fail to map to an 

-

over feature spaces composed of individual word 

features. Thus, whatever is not captured by individual 

words will not be accessible to the model.

At the other end of the spectrum are supervised 

methods. Taking a somewhat overly simplistic view, 

supervised machine learning methods are typically 

algorithms that operate over sets of vectors that as-

sociate a collection of predictor features, often referred 

to as attributes, with an outcome feature, often referred 

to as a class value. Recently, applications of supervised 

machine learning have been applied to the problem 

of assessment of learning processes in discussion. 

This problem is referred to as automatic collabora-

tive-learning process analysis. Automatic analysis of 

collaborative processes has value for real-time as-

sessment during collaborative learning, for dynami-

cally triggering supportive interventions in the midst 

of collaborative-learning sessions, and for facilitating 

at a grand scale. This dynamic approach has been 

demonstrated to be more effective than an otherwise 

equivalent static approach to support (Kumar, Rosé, 

-

mated collaborative learning process analysis focused 

2008; McLaren et al., 2007; Mu et al., 2012). Early work 

towards analysis of collaborative processes from 

by theoretical frameworks from linguistics and psy-

chology show particular promise (Rosé & Tovares, in 

Readers who are interested in getting more familiar 

into some foundational literature. It is grounded in 

2009), discourse analysis (Martin & Rose, 2003; Martin 

& White, 2005; Biber & Conrad, 2011), and language 

SUPERVISED METHODS

MOVING AHEAD
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