LAK23 Program Chairs’ Welcome

We are very pleased to welcome you to the Thirteenth International Conference on Learning Analytics and Knowledge (LAK23), organized by the Society for Learning Analytics Research (SoLAR). With the aim of widening participation of the Learning Analytics (LA) community, this year’s conference is held in a hybrid format (face to face and online) between March 13th and 15th.

The theme for the 13th annual LAK conference is “Toward Trustworthy Learning Analytics.” This theme creates the opportunity to discuss several social and educational concerns that emerge from the design and implementation of LA solutions, such as privacy, fairness, and the development of learner autonomy. It invites researchers and practitioners to fully examine unintended consequences of using educational data and algorithms, including potential misuse and mis-interpretation; influence on society and education systems; ethics; privacy; transparency; and accountability. The theme also offers the opportunity for reflection on how the field can move towards a responsible education system that is established on a foundation of trust, reinforcing the use of algorithmic transparency to inform end users on how to interpret and enact LA information and recommendations.

Two excellent keynotes will address this theme across the complementary lenses of education, human-centered design, and data science. Yvonne Rogers is a Professor of Interaction Design, Director of University College London Interaction Centre (UCLIC) and Deputy Head of the Computer Science Department at UCL. Yvonne’s keynote will address the theme of interactive technologies that can enhance life by augmenting and extending everyday, learning and work activities. Ken Koedinger is a Professor of Human Computer Interaction and Psychology and Director of LearnLab at Carnegie Mellon University. Ken’s keynote will focus on the role of Learning Analytics in promoting Equitable Learning. A debate will also be held for the first time at the LAK conference. The debate will address the role of predictive learning analytics in addressing bias and inequity. The debate will involve a range of engaging and experienced members of our community to raise and challenge current views.

This year, we received a large number of high-quality submissions this year across the Practitioner Track, Posters and Demonstrations, Workshops and Tutorials and to the Doctoral Consortium. After undergoing a rigorous selection process, we were pleased to accept 16 Practitioner Track Papers, 36 Posters, 6 Demos, 25 Workshops (17 to be imparted in-person, 6 Online, 2 offering both online and in-person attendance), and 13 participants to the Doctoral Consortium, each of which is represented in this Companion Proceedings. We are most grateful for all the hard work by the program committee of each one of the tracks, and their insightful and constructive comments and reviews. These proceedings could not have been possible without their generous help and support.

We would also like to emphasize our ongoing gratitude for the efforts made by all involved in our community. The past few years have been difficult due to the ongoing impact of COVID. We very much understand the complexity of work and life pressures impacting on our time commitments, and priorities. The high level of support and commitment shown by our colleagues to ensure that the presented and published papers have received high quality reviews and feedback is highly valued and appreciated. These are difficult times for us all and we want to thank you for the important efforts you have devoted that have allowed this conference to continue as a premier scientific event fostering the scholarly exchange of ideas of the highest caliber.

We hope that LAK23 participants and other readers of these proceedings will find value in the many varied contributions to the field of LA contained within. Although there is still much to be done to understand human
behavior and social values within educational settings, we believe that this conference reinforces a culture that honors the diversity of learners and their need for fair and explainable data-based interventions. We invite both researchers and practitioners to continue a proactive dialogue beyond this conference, reflecting on how LA identifies and breaks down systemic barriers for inclusion by building trust among different educational stakeholders.
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Selecting Distractors for Automatically Generated MCQs

Sean Shiverick\(^1\), Clarence Dillon\(^1\), Steve Hookway\(^2\)

\(^1\)ICF, \(^2\)Charles River Analytics
sean.shiverick@icf.com, clarence.dillon@icf.com, shookway@cra.com

ABSTRACT: Selecting distractors at an appropriate level of difficulty is necessary for effective automated item generation (AIG). Measuring the similarity of key and distractors is the prevailing method for controlling the difficulty of MCQs (Kurdi et al., 2019). Representing the text of the training manual as a graph helped to identify suitable distractors by their connections to the item key. This study examined three approaches for approximating key-distractor similarity: class-based, text-based, and graph-based. Distractors in the same section of the document as the key were scored as more closely related to key than distractors in sections far from key. Conceptual structure in the source document used to generate the items provided information for mapping ontological relations between keywords and concepts.

Keywords: Assessment, Difficulty Metrics, Distractor Selection, MCQs

1 BACKGROUND

Technologies for automated item generation (AIG) require methods for selecting suitable distractors at an appropriate level of difficulty. The prevailing method for controlling MCQ difficulty is based on measuring the similarity between an item key and distractors using different measures of similarity (Kurdi et al., 2019; Liang, et al. 2018). Distractors that are semantically similar to the key are more difficult to differentiate from the key, thus increasing item difficulty. The relationships between entities and concepts can be represented as a hierarchy of classes at different levels of abstraction, with general concepts represented in higher-level categories extending to more specific concepts at lower levels (Stasaski & Hearst, 2017). The current study considered stems and distractors generated from semantic relationships (e.g., Tool-Purpose) identified in a field radio training manual. Table 1 shows a subset of chapter sections and entities that describe the functional organization of the radio components and operation. The source document structure revealed conceptual classes and subclass relations to estimate similarity without an ontology. A basic strategy for distractor selection is to choose responses from the same class or subclass as the key (e.g., siblings, cousins). Representing key-distractor relations as a graph helped identify suitable distractors by their connections to the key.

Table 1: Example User Manual Chapter Sections and Entities for Class-Based Distractor Selection

<table>
<thead>
<tr>
<th>Chapter 2: Operating Instructions</th>
</tr>
</thead>
<tbody>
<tr>
<td>2.1 Controls, Indicators, Connectors</td>
</tr>
<tr>
<td>2.1.1 Controls</td>
</tr>
<tr>
<td>2.1.1.1 Keypad</td>
</tr>
<tr>
<td>2.1.1.2 Control Key</td>
</tr>
<tr>
<td>2.2 Operating Procedures</td>
</tr>
<tr>
<td>2.2.3 Programming Menu</td>
</tr>
<tr>
<td>2.2.3.1 Key Fill</td>
</tr>
<tr>
<td>2.2.3.2 Zeroize</td>
</tr>
<tr>
<td>2.2.3.12 Remote Fill</td>
</tr>
</tbody>
</table>
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2 GRAPH REPRESENTATION OF DISTRACTORS

2.1 Implementation

Prominent keywords or ‘n–grams’ (i.e., sequence of n words) in the user manual were identified using the rapid automated keyword extraction (RAKE) algorithm (Rose et al., 2010). The document produced 3,845 keywords: 131 were identified as parts of the Tool-Purpose semantic relationship; 38 keywords were Tools. Connections between keywords in the text were graphed in Neo4J. Figure 1 presents part of the graph arranged as a dendrogram. The grey node at the top represents the source document; the orange nodes represent chapters 1 and 2. Green nodes represent chapter sections, subsections, and sub-subsections, etc. (labeled). The grey, orange, and green nodes, together, represent the structure of the information contained in the source document. Blue nodes represent sentences contained under a subsection (numbered). Yellow nodes represent response options contained within the sentence. Subsection headings provided class and subclass relations among keywords in the text.

![Figure 1: Dendrogram Depicting Structure Between Response Options (Key Highlighted in Red)](image)

2.2 Findings

Distance between nodes in the graph provided a measure of conceptual relatedness among keywords. The example in Figure 1 shows an item key (circled in red) and six other Tools as distractor candidates. By “walking the graph” and counting subsection nodes, the ontological distance (i.e., similarity) between the key and potential distractors to be selected for an item was estimated by the distance between structural nodes in the graph. For example, the two distractors (yellow nodes) immediately left of the key are both three structural nodes away from the key. The third distractor lowest in the dendrogram is four structural nodes from the key. The other three distractors (right to left) are four, eight, and nine nodes away from the key. Keywords with the fewest hops between them based on the subsections (i.e., shortest distance) were more similar than keywords with more hops between them.
3 DISTRACTOR METRICS AND RATINGS

3.1 Implementation

This study tested three metrics for approximating key-distractor similarity: (1) Class relations based on chapter sections in the user manual, (2) Sentence distance between the key and each distractor, and (3) Difference in relative importance scores measured using the RAKE algorithm (Rose et al., 2010). Distractors were selected for 16 MCQs automatically generated from the user manual. The stems each stated a Purpose and the keys all described a Tool that achieved the purpose. Distractors were selected from a set of 39 tools or related concepts based on estimated similarity to the key using the three metrics. Sentence distance (i.e., number of sentences) and RAKE difference scores were calculated between all key-distractor pairs and represented in separate matrices. Distance and difference scores, ranked from smallest to largest, were used to select 5 distractors nearest to the key, and 5 distractors farthest from the key, for each stem. A subject matter expert (SME) rated 30 distractors for each stem according to, “how closely the distractor is related to key”, on a 3-point scale (0=unrelated, 2=highly related). Ratings were summed for distractors nearest to the key and distractors farthest from the key, creating aggregated scores on 10-point scale. It was hypothesized that distractors nearest to key, as measured by chapter section, sentence distance, or RAKE difference, would be rated as more closely related to the key than distractors farthest from key. Figure 2 shows a boxplot of the aggregated scores for the nearest and farthest distractors identified by these metrics.

![Figure 2: Boxplot of SME Ratings of Distractor Relation to the Key by Distance and Metric](image)

3.2 Findings

A mixed ANOVA conducted on the distractor rating scores yielded a Distance by Metric interaction, $F(2, 60) = 3.93$, $p = .025$ ($\eta^2 = 0.04$). The effect of Distance was significant for distractors selected using the class-based approach ($p = .02$); as predicted, the SME scored the distractors identified as nearest to the key by document section as more closely related to the key than distractors farthest from key. The effect of Distance was marginally significant for distractors selected by sentence distance ($p = .06$).
The SME also scored some distractors farthest from the key in text distance as being related to the key, which was expected because some concepts were described in different sections of the manual. Third, there was no effect of Distance on ratings for the RAKE difference scores ($p = .61$), which showed the SME did not differentiate the key and distractors by the relative importance of keywords.

4 CONCLUSIONS

Automated technologies capable of generating large numbers of stems and response options necessitate a method for selecting distractors at an appropriate difficulty level. Findings from the graph representation and distractor ratings indicated that the structure of the source document provided information about class and subclass relations between keywords in the document that were used to approximate key-distractor similarity. Representing the text of the user manual as a graph revealed connections to the key to inform the selection of distractors at varying levels of difficulty. Distractors from the same document section as the key were more closely related to the key than distractors in more distant sections. Furthermore, the relations among concepts in the user manual were somewhat analogous to relationships in a domain ontology. The authors previously reported that graph representations can be used to estimate characteristics of an ontology (Shiverick, Dillon, Smith & Harvey, 2021). The estimation of ontological relationships yielded insights about distractors that were conceptually closer to the key, and therefore more difficult to differentiate from the key when selected for use in an assessment item. This approach may be useful for developing knowledge assessments in focused training courses when an existing ontology is not available.

Author’s Disclaimer: This project conducted by ICF was supported by the Army Research Institute for Social and Behavioral Science (ARI contract W911NF20C0018). The views, opinions, and/or findings contained in this report are those of the authors and shall not be construed as an official Department of the Army position, policy, or decision, unless so designated by other documents.
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ABSTRACT: The GOAL project aimed to collect and synchronize learners’ data from physical activity sensors as well as online learning tools to design data-driven services. We extend the potential of learning tools interoperability (LTI) protocol to link physical activity and sensor data from smartwatch platforms. Our primary purpose is to provide this synchronized self-data to the learners for reflection and promoting self-directed learning habits. The project is partially supported by multiple national funding and implemented at scale at a combined public junior high and high school since the summer of 2019. Across the three years more than 1300 users have used the different services built on GOAL. We collected 5,92,599 daily learning and physical activity logs. Further, 1,72,674 logs of user interaction within the GOAL application were collected to identify self-directed behaviors. This paper overviews the research journey of GOAL over the last three years highlighting the implementation challenges and how they were overcome. As an ongoing project it discusses the potential of anonymous yet linked multi-attribute learner data and its implication for research and development in the field of learning analytics.
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1 BACKGROUND

Collecting and synchronizing multiple attributes of learners remains a challenge in the field of learning analytics. On the other hand, off-the-shelf wearable technologies such as smart bands and watches have made automatic logging of users’ physical activities and physiological data more affordable and easier. However, the datasets from multiple sensors and the learning logs from the e-learning systems are often collected in separate data silos and limited to use for research purposes only. While earlier research has discussed the potential of reflection in learning using quantified self-approaches [1,2], the technology infrastructure for that was still rare. The GOAL project aims to synthesize multi-source data of learners and create services for learners and teachers as the end-users. The data-driven services aim to introduce a paradigm of supporting executing self-direction skills (SDS) of analyzing, planning, monitoring, and reflecting on practice from daily learning lifestyle logs.

This project is partially supported by multiple national funding and will continue till April 2025. First, we piloted a developed mobile application in a university course in 2018. Based on that, a web version was developed to be rolled out at scale in the school context in 2019. We collaborated with a public city school and linked their learning system data to the GOAL infrastructure. Smartwatches were set up and distributed in the junior high grades in that school, and students could freely use the device. Currently, all three grades of junior high school and two grades of high school use the GOAL system.
2 GOAL TECHNOLOGY MODEL

The GOAL technology architecture follows Learning Tools Interoperability (LTI) protocol to link to the existing learning management system (LMS). The server component synchronizes the data from multiple systems through APIs. The client can be accessed through a web browser that is also packaged in iOS and Android apps. The server-client architecture is linked through REST API. The interactions on the client end are also tracked and stored in the GOAL database. The activity and interaction data are processed to create GOAL’s user model. Figure 1 presents the system architecture and the landing page interface in GOAL that supports a five-phase process model, DAPER [4].

![Figure 1a: The GOAL system architecture 1b: User interface and activities in GOAL](image-url)
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3 CHALLENGES & LEARNINGS ACROSS PHASES OF IMPLEMENTATION

Designing daily learning support with multi-source data: For a regular learner at a public school, daily self-directed learning activities are in different contexts, such as extensive reading practice in English, solving practice problems for weekly mathematics quizzes, etc. These learning episodes are distributed in space (within a classroom or outside), time (happening synchronously or asynchronously with other classmates), and medium (can be tracked online or happens offline). Planning for holistic support in such a context is challenging due to the lack of integrated data. We bridge that gap by utilizing tools linked with LTI to collect the online data. For offline data, GOAL provides forms to collect the data. We found starting with the learning context, where data is automatically synchronized in the system, and the teachers can guide the activity in a synchronized classroom setting, helped the junior high school students to get familiar with the DAPER process. Hence instead of a generic reading activity tracking, setting up specific extensive reading (ER) tasks in the e-reader as part of an English language course helps to set the context of automatically synchronizing reading behavior data in GOAL. Recommendation modules such as eBook recommender for ER being a part of LEAF could be connected to the GOAL client within the ER dashboard. It provided the students’ scope of executing their self-direction skills supported with the GOAL system in that specific context both within the class and during the vacation period. The longitudinal study indicated a positive effect on student’s motivation and performance outcomes [3].

Expanding Self-direction skill practices to daily lifestyle: To initiate SDS in the daily lifestyle, we set up 390 smartwatches for the students and synchronized their accounts to the tablet used in their classroom. At the end of each year, the graduating batch returned the device, and it was made sure the data and the accounts were deleted from the service providers and freshly set up for the incoming batch. A step-wise protocol for setting up smartwatch devices and synchronizing the application to the students’ tablets made the process smoother for the school authorities to prepare for the setup from the second year, along with the assistance of the GOAL team members. A targeted user manual in print and video format also helped the students and teachers in onboarding. Further specific campaigns were introduced where the students participated in executing their self-direction skills in their daily steps taken and sleep. Introducing activity specific dashboard helped to aggregate the tasks that the users need to execute in the DAPER flow for a specific activity.

Adaptive scaffolds for SDL skill acquisition: While the basic workflow of the GOAL system is based on the DAPER model, we built the system in modular form with a scope of augmenting additional data-driven services. For instance, we added a process recommendation function based on the learner model created in the system. Figure 2 provides a data flow of the adaptive support strategy used in the GOAL system. Following a standard protocol such as xAPI to log interaction and synchronize data within GOAL helped it maintain interoperability with other LEAF components.

![Figure 2: A model for adaptive scaffolding in GOAL system](image)
Cooperation of the teachers and co-design efforts: The cooperation of the teachers, the school management, and the education board was crucial at every implementation step. At the onset, they had to approve the ethical implementation plan of the project. The school's coordinating teacher shared the project information with the parents of the students. After being aware of the project’s scope, the type of data collected, and the functions created with them, the parents had to consent for their ward to participate in the studies and use the results for academic reporting. It was also essential to discuss with the teachers the actual students’ context in which they can be supported for self-directed activities. Over this period, we co-designed activities with teachers for English, mathematics, and physical education courses at school.

4 USAGE TILL NOW AND THE FUTURE PLANS

Figure 3 presents the accumulated activity logs and the GOAL system's self-direction skill interaction logs. We can see that most interactions are still in the learning context. While data are collected from the smartwatch activity context, it is still underutilized by the students. One of the reasons is the limited school hours during the covid-19 period, which did not allow coordinating physical activity events for developing self-directed skills. We plan to explore how GOAL can assist teachers in tracking students’ self-directed competency, which is now part of the national educational policy.

Figure 3: GOAL accumulated logs (from Sep 6, 2019 to Sep 28, 2022)
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ABSTRACT: Nursing faculty complement clinical experiences with simulations to expose undergraduate students to a variety of clinical situations, facilitate theory-practice integration, and cultivate a range of competencies. The adoption of immersive virtual reality (VR) simulations in nursing programs has risen recently. However, little is known about the design of learning analytics tools in VR systems for nursing education, and how faculty utilize them to meet their clinical education goals. Thus, in this practitioner-corporate track report, the authors unpack the design and implementation of the SimX moderator tool—a multimodal interface used to select and facilitate scenarios—in Simulation Learning System with Virtual Reality (SLS with VR) using categories for technologies for classroom orchestration (Dillenbourg & Jermann, 2010). Insights from Fall 2020 and 2021 indicate that the moderator tool affords nursing faculty the agency to prioritize student learning goals, personalize instruction within a certain range, adjust their scaffolding just-in-time, and maintain the realism of clinical settings.
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1. Introduction and Background
The growing number of nursing schools in the United States and increasing student enrollment has left many institutions struggling to obtain clinical partnerships. This issue is juxtaposed with a rapid shift in patient demographics and social determinants of health, digital transformation in healthcare and education, and reports indicating that new graduates are not being sufficiently prepared for participation in clinical settings (Kavanagh & Sharpnack, 2021). Over the last two decades, nursing programs have reliably used simulations to complement clinical experiences. More recently, the adoption of immersive virtual reality (VR) simulations has gained momentum. Studies are increasingly demonstrating the positive impact of this high-fidelity modality on nursing students’ cognition and psychomotor skills (Choi et al., 2022). Furthermore, reports illustrating the technological affordances of VR (e.g., immersion, cost-effectiveness) have catalyzed acceptance among nursing faculty and students. However, there is a dearth of reports that unpack the design and implementation of learning analytics tools that faculty use to facilitate simulation experiences in nursing programs (Fernandez-Nieto et al., 2022). Focusing on this technological-pedagogical gap is the goal of this practitioner-corporate track paper.

In what follows, we (Wills-Savoia, practitioner author-director of clinical and simulation learning at University of St. Francis and Shah, corporate author- learning scientist at Elsevier) report findings from
a descriptive case study capturing nursing faculty insights about the moderator tool (developed by SimX) in Elsevier’s Simulation Learning System with Virtual Reality (SLS with VR). We use Dillenbourg and Jermann’s (2010) design categories for technologies for classroom orchestration. As a design metaphor, orchestration provides a lens to understand the effectiveness of learning analytics tools from teachers’ perspectives. Thus, to situate the reader, first we introduce SLS with VR and the anatomy of its moderator tool. This is followed by a description of SLS with VR implementation at a private nursing college in mid-western United States. Results are organized by the nursing faculty (practitioner author and partnering faculty) insights about the moderator tool’s affordance for teacher-centrism, cross-plane integration, sequentiality, time management and physicality (Dillenbourg & Jermann, 2010). We discuss findings in the context of extant literature and conclude with implications for future inquiry.

2. SLS with VR
SLS with VR enables nursing schools to provide undergraduate students with immersive clinical experiences alongside traditional simulation experiences. Faculty have a choice of 100 scenarios and associated student-facing activities and faculty resources across multiple content areas in nursing. The moderator tool enables faculty to (a) select scenarios, (b) orient students to the clinical environment and possible actions in VR; (c) introduce virtual characters, situational distractions, control patient and other virtual character speech and actions, (d) monitor student participation and patient health, (e) provide just-in-time support; and (f) obtain an end-of-scenario report of interventions performed by the learners. Nursing faculty navigate and choose from the following features in the moderator tool while facilitating scenarios - 1. Orders & actions pane, 2. Dialog tab, 3. Monitor tab, 4. Required actions pane, 5. VR view pane, 6. State map tab, 7. Description tab, 8. Settings button, 9. Screen recording button. This video provides a brief demonstration of SLS with VR, including the use of the moderator tool and the instructor view it affords.

3. Description of Implementation
Two faculty (practitioner author whose expertise is in Pediatrics, and an Obstetrics and Fundamentals expert) utilized SLS with VR with a group of 50 undergraduate prelicensure nursing students initially during Fundamentals–their first clinical course (Fall 2020) and then in Obstetrics and Pediatrics (Fall 2021)–their third clinical course. Both implementations were 8 weeks long. Typically, in each simulation session, two students participated in the patient scenario while two others observed. At the same time, four students completed pre-simulation activities such as concept maps in the waiting room before it was their turn to role-play. The second implementation (Obstetrics and Pediatrics) included the same fifty students, plus two additional students who had no prior experience with VR. Faculty that led SLS with VR simulations with the first group also led them with the second; this aided in consistency in pre-briefing, facilitation and debriefing. During both implementations, the corporate author and her team provided onboarding and technical support, and engaged in remote observations of the SLS with VR sessions.

4. Results
In Fall 2020, faculty used one scenario featuring a patient with diabetes and a cellulitis wound. Students had to assess the wound, engage in empathetic communication and provide education to the patient and their family, report to the provider, and administer medications. However, at that time, many of the students had not yet gained practical experience in the clinical setting. This inexperience was reflected in students’ struggle with performing most tasks in the simulation and completing interventions. Instead, the participants focused on communicating with the patient and family. In Fall 2021, this same group used two scenarios. The first was a patient with preeclampsia and the second was a pediatric patient with sickle cell disease. At this time, the students had spent approximately 150 hours in the clinical setting. Their growing competence was reflected in their ability to complete their assessments, determine necessary interventions, implement those interventions and reevaluate their care, while they communicated with the patient and family. The implementation of SLS with VR in the two clinical courses helped the nursing faculty complement students’ clinical experiences. The moderator tool provided them the means to orchestrate scenarios for nurturing students’ practice readiness and observing clinical judgment improvements during the simulation sessions.

Dillenbourg and Jermann’s (2010) first design category states that technologies designed for classroom orchestration should be teacher centric. They should grant teachers leadership, flexibility and control in order to meet their instructional goals. Overall, the moderator tool allowed the nursing faculty to “drive the bus” and choose specific milestones. Although multiple tabs and panes were available to provide a real-time view of how a scenario was unfolding, the faculty could decide what they wanted to prioritize for their students for each simulation session and scenario. The practitioner author and her colleague noted using the dialog tab frequently to prompt and respond to students through different characters in the scenario, steer their attention towards specific aspects, and encourage critical thinking about patient-centered communication, teamwork and collaboration. Using the moderator tool, faculty maintained a certain level of control; however, as in the real-world, patient outcomes in the virtual world depended on student interventions.

The second category is cross-plane integration; Dillenbourg and Jermann (2010) suggest that tools should facilitate students’ engagement in the curricula at multiple levels. The moderator tool provided an array of functions and multi-modal feedback mechanisms to deepen (individual and dyad) students’ participation in a scenario. For instance, as students progressed in their program, nursing faculty prioritized multiple learning goals including peer collaboration, assessing patient condition, performing interventions, demonstrating cultural sensitivity and adopting safety measures. Sequentiality, the third design category, is characterized by the extent to which a tool allows teachers to expect a degree of linearity and continuity, and introduce drama in a learning situation when needed. Across scenarios and semesters, the moderator tool allowed nursing faculty to guide student participation through experiences of patient assessment, intervention, and communication. This consistency allowed them to observe students’ growing competency and knowledge gaps. Introducing characters (e.g. a call from a provider seeking an assessment report) and situations (e.g., making the virtual parent walk up to the student role playing nurse and ask them why the child is hurting) provided a way to make a scenario mimic the characteristics of a dynamic clinical setting.

Time management and physicality are the final design categories; they are self-explanatory. Nursing faculty believed the moderator tool was most useful in these categories. Simulation sessions were preceded by lengthy and large group lectures on specific content. SLS with VR scenarios also
complemented the lectures allowing students to apply theoretical knowledge in short durations and smaller groups, and allowing faculty to facilitate reflection in and on action during the preparation/pre-briefing, scenario and debriefing phases. The moderator tool enabled the faculty to maintain a participant observer-like presence during the simulation; they were able to watch and scaffold their students’ communications and actions in simulated clinical settings and most importantly get a first person view of what the students were seeing too. Nursing faculty rarely get this perspective in clinical settings.

5. Discussion and Implications

“Orchestration tools are based on the idea of capturing, analyzing, and visualizing student activities during class time and feeding them back to teachers to facilitate real time monitoring and support of students” (van Leeuwen et al., 2018, p. 1227). The moderator tool in Simulation Learning System with Virtual Reality (SLS with VR) affords these technological and pedagogical functions for nursing educators interested in using VR simulations to facilitate clinical readiness (Kavanagh & Sharpnack, 2021). According to Dillenbourg and Jermann (2010), teachers translate the design of orchestration technologies in the context of their practice (Dillenbourg & Jermann, 2010). In this study, nursing faculty reported using functions of the moderator tool to prioritize specific clinical competencies and personalize instruction based on students’ clinical experiences over two semesters (Fall 2020 and Fall 2021).

Future work should continue examining how nursing faculty orchestrate simulation experiences using learning analytics tools in VR systems in a variety of programs and disciplines. Pursuing this direction should include identifying best practices and challenges, generating opportunities for design enhancements, and assessing impact on students’ preparedness for clinical practice. An endeavor of this nature would be of mutual benefit to practitioners, researchers, and industry.
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ABSTRACT: The format of the presentation is a practitioner’s presentation on the effective use of a Learning Analytics Dashboard (LAD) by professional academic advisors to support undergraduate students at a large research-intensive university in South Africa. Academic advisors provide multifaceted support in the life-cycle of students. This includes support in both academic and non-academic domains. In the past, these advisors had minimal information about the students that consulted them. Moreover, the advisors were not in a position to proactively identify students in need of academic support early in the semester. Previous LADs provided aggregated risk indicators that were not very useful to identify the challenges students may face with specific subjects or courses. The new LAD was created using student activity data from Blackboard Learn as well as their formative assessment results per month. Students’ demographic data, intervention attendance, and final semester results are also included. This was done to provide advisors with a profile of students’ engagement and academic performance over time, as this information is not presented in any of Blackboard Learn standard reports. The new LAD is an attempt to provide the advisors with the necessary information to proactively support students academically through various interventions aimed at assisting students to manage their academic careers.
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1 BACKGROUND

Learning Analytics in South Africa is an underdeveloped research field and the application of student data is mainly focused on Academic Analytics for reporting and strategic planning purposes (Lemmens and Henn, 2013, Prinsloo and Kaliisa, 2022). While there is a large-scale adoption of learning management systems across the 26 public higher education institutions in South Africa, each institution differs in its use of the LMS' analytics and reporting tools, and using these tools to improve learning in the classroom is often limited to the monitoring of clickstream activity.

At one large research-intensive public university in South Africa, the adoption and use of Blackboard Learn has a long history, including the use of Blackboard Analytics for Learn and recently the introduction of Blackboard Engage and other LMS reporting tools. While these reports and analytics are available for teaching staff to improve their teaching and to facilitate student learning in a single course, there are varying degrees of use among academic teaching staff. On the other hand, Blackboard Engage provides a view of students' academic performance across their subjects and is available to our teaching staff and Academic Advisors to identify and support students that have
challenges over a number of subjects in a semester (2018-2019). Albeit, the academic teaching staff were not interested in these dashboards because they were not directly concerned about the academic performance of students outside of the subject/s they teach. The information provided in these dashboards were, unfortunately, not of much help to the academic advisors either.

Academic advisors perform multifaceted functions in the experiences of students, including functions in both academic and non-academic domains, which are broader than the role of tutors and/or mentors (Medernach, 2018). The nature of this direction might be to inform, suggest, counsel, discipline, coach, mentor, or even teach (Kuhn, 2008). The purpose of academic advising was to broaden the support to students and improve their learning through targeted interventions, which place them in an ideal position to support students across subjects.

2 DESCRIPTION OF IMPLEMENTATION

Initially, Pyramid Analytics was chosen for the development of LADs because it was integrated with Blackboard Learn data. Licenses were obtained for 400 staff members, including academic management staff, heads of departments, and academic advisors. The academic advisors, however, experienced technical difficulties with some functionalities on their dashboards. It became clear that advanced programming skills, which were not available at the time, would be needed. Consequently, in 2021, the decision was made to move to Tableau with the aim of implementation in 2022.

There is a total of 26 academic advisors for a total undergraduate student body of over thirty-five thousand students spread across nine faculties. A faculty in the South African context is similar to a College or School in some higher education institutions. These academic advisors are assigned to a specific Faculty where they provide support to students. This assignment of advisors amounts to roughly three academic advisors for large faculties and one academic advisor for the smaller ones.

The unit for Higher Education Research at the center for teaching and learning at the university is responsible for harvesting the student information from three different warehouses, joining the data, and updating the dashboards on a monthly basis.

3 RESULTS

An evaluation of the support from Academic Advisors was conducted using data from the 2020 and 2021 first-year student cohort. The evaluation showed that students who attended at least one or two academic advising appointments with an academic advisor after indicating a need for advising from the onset of the first academic year, performed academically better than those students that indicated a need for advising but did not attend an appointment. This finding was proved to be significant, using multinominal regression analysis, with Levene’s Test for Equality of Variance.

Early intervention in the form of academic advising seems to have positive academic outcomes for students, when taking the above results into consideration. Drake (2011) agrees that student retention can be linked to “solid” academic advising. This underscores the need for timely and comprehensive data of students’ engagement and academic progress in subjects over the duration of a semester and for this data to be available to academic advisors.
The academic advisors were included in the design process of the new Tableau dashboard from the outset. The academic advisors requested the integration of the student case management system into the Tableau dashboards. This gave advisors a data of the students they consulted, as they only need to have the dashboard open and not the case management system too. In addition, and unique to universities in South Africa, the advisors also requested data to identify floundering students within challenging subjects (i.e. gateway courses). Thus, identifying and supporting students that are registered for challenging subjects based on their formative assessment marks in the course. The inclusion of the academic advisors in the design approach proved to be an important factor for the utilization of the dashboards and user satisfaction.

4 Discussion

The key challenge with the implementation of the Tableau Learning Analytics dashboard for the academic advisors was to join the data from various data warehouses. Among others, the Blackboard Learn data showing students’ use of the tools and formative assessment had to be extracted via Pyramid Analytics on a monthly basis and joined using a Tableau Prep file. Although it is not highly technical it is time-consuming to make the joins with new data and is error-prone. This is especially prevalent when multiple joins and various table calculations and transformations are used. While the initial Tableau dashboard included the additional data mentioned above, it still mimicked the Pyramid Analytics Dashboard. Feedback from the advisors led to further customizations in the design and elaboration of the dashboard. In addition, it is also necessary to include regular training and to demonstrate any new developments to advisors, to ensure the effective use of a system such as the LAD.

Below is feedback from our Academic Advisors on the Tableau Learning Analytics Dashboard, which included the key challenges, notes for practice/ use of the system and the need for further developments.

4.1 Key challenges advisors experienced with the Tableau Dashboard.

“I do not have access to the current (real time) semester mark, this only becomes available after semester.” The main concern when dealing with student success, is being proactive and reaching out to students before they become at risk of failing. Currently, the LAD provides early alert data based on activity on the LMS and formative marks, where available. It is updated monthly and therefore does not provide real time data. Even though the activity and formative assessment data is made available earlier, formative data remains a challenge as it gets processed centrally first and is not available in Blackboard in real time”.

“Getting through all the information it [LAD] provides to only the information I need can be a challenge, but not an insurmountable one.” The LAD houses data of all 36000 undergraduate students and advisors had to be trained to navigate through the vast amount of data to drill down to their own group of students. This is still a learning curve for many advisors who do not feel comfortable using data and do not know how to navigate dashboards”.

4.2 What do advisors use the dashboard for.

As mentioned earlier, the main goal with the LAD is to act like an early warning system. As such, advisors use the LAD to track student performance with the aim of reaching out to students and offering support
as proactively as is possible. From the feedback of the advisors, it appears that they work to achieve the main goal:

“For tracking at-risk students and supporting them in terms of modules [subjects] that they struggle with and checking performance of students who want to transfer to the Faculty of Education”.

“I used the dashboard to first identify at-risk students based on their first semester exam academic performance. Secondly, I used the dashboard to follow up on their performance throughout the semester. Lastly I used the dashboard to check the performance of walk-in students and students who have been referred by other staff”.

“I used Tableau to track students who were at risk of failing some modules. The following month I would check if there is improvement in those particular modules, if not, I then would invite those students for face-to-face discussions”.

4.3 Notes for practice going forward

Advisors are still finding their feet, so to speak, on the dashboards and are still trying to unearth all the potential it has. Below are some of the things they would still like to try or would want to do differently in the future:

“Performance tracking remain key for now. In[the] future [it] maybe built up [may have] enough data to influence student degree choice based on matric [Grade 12] math marks in particular.”

“If it can be a reflection of the students current academic standing, then it would be more useful for early intervention.”

“I want to attempt to monitor the progress of students who fell in the range of 0-49% ... using the Dashboard.”
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ABSTRACT: Top-down approaches to Learning Analytics (LA) in higher education often seek to “democratize the data” and thus maximize its utility across the institution. Without close collaboration with stakeholders these initiatives run the risk of being disconnected from everyday teaching and learning practices. This paper provides a summary of responses for an operational survey of academics run across multiple academic sessions at a university with a long running LA implementation. Considerations for future practice arising from these results are consistent with the themes of trust, validity, and transparency that emerge from the literature, especially when ambitious plans are in place to widen and deepen both teacher and student use of LA to help drive student success.
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1 BACKGROUND

Two key promises LA makes are consistent with those made under the broad umbrella of Artificial Intelligence (AI): solve problems and save time (Kandilhofer et al., 2016; Nazaretsky et al., 2022). LA intends to provide an “understanding [of] the complex learning processes and learning outputs using a multi-disciplinary combination of computer-science, educational psychology, engineering, and learning sciences” (Rientes et al., 2020). In reality, there is often an enduring pressure on higher education institutions to harness LA as a tool for reducing student attrition (Shah et al., 2021). The promise of using LA to enhance the teaching and learning process is challenged by teachers due to issues of trust, validity, and transparency (Nazaretsky et al., 2022; Tsai et al., 2021; van Leeuwen et al., 2022). To understand how LA can be further integrated and increase the likelihood of delivering on the potential benefits it is necessary to reflect on how the systems have been used and perceived.
2 DESCRIPTION OF IMPLEMENTATION

The site of this implementation is a regional university with over 35,000 students representing more than 175 nationalities. The multi-faceted approach to the LA implementation at this institution commenced in 2014. A key piece of this work is a series of reports provided by the central LA team during the academic session to unit coordinators (academic staff with specialist knowledge responsible for the delivery of the unit). These reports help to identify students who may be at risk of failure or withdrawal from enrolled units and provide insights related to unit engagement, progress, and assessments. 98% of undergraduates are in at least one unit receiving this form of support.

A survey is sent to unit coordinators at the end of the academic session seeking feedback on this experience. The offer to participate in the survey accompanies the final report sent to unit coordinators following the release of academic results to students. The survey instrument consists of seven questions, four of which use a five-point Likert scale. A fifth question targets the use of analytics tools within the Learning Management System (LMS). Two open-ended questions round out the survey that ask about suggestions for improvement and any other comments respondents want to make. The intent with the design of this survey is to minimize disruption to academics and thus try and maximize survey response rates.

3 SURVEY RESULTS

The survey has now run across seven semesters and the response rate hovers around 15%. Overall, most survey respondents agreed that the LA reports provided them with useful information to support students. As more units receive these reports, the agreement rate has stabilized for this question (strongly agree, somewhat agree) to 83% in Semester 2 2022. The agreement rate on LA saving time in unit delivery has remained consistent over the past few academic sessions, with a result of 45% in Semester 2 2022. There was a moderate agreement rate (65% for Semester 2 2022) that new insights were found from the LA reports unit coordinators would otherwise not be aware of. A similar result was found for LA reports providing clear and helpful guidance for how to act with identified students (68% for Semester 2 2022). Most respondents (81% for Semester 2 2022) indicated familiarity with the built-in analytics features of the LMS.

4 DISCUSSION

While efforts are made to minimize disruption to academics in completing the survey, responses suggest that not all staff that receive these reports use them to an extent that generates conviction in their opinions about the experience. At least enough to want to fill out the survey. 22% of academics receiving these reports have done so for at least two consecutive years. So, one possible explanation for the low response rate could be that people do not feel the need to complete it each semester. Other explanations for this are being explored, including the issues of transparency and trust as found in the literature (Nazaretsky et al., 2022; Tsai et al., 2021; van Leeuwen et al., 2022). The LA reports are sent via a central unit and are designed with certain assumptions in mind. Co-design approaches with academic stakeholders are underway to address potential drawbacks with such a top-down LA operating model, which may also help address possible issues of transparency and trust (Kaliisa et al., 2021; Li et al., 2021). An implication here is that what matters most for one unit coordinator may not
be of much interest to another unit coordinator. So, it needs to extend beyond co-design to include collaborative priority setting. This way, a “test and learn” approach can be rolled out for new capabilities, establishing success criteria with regular checkpoints for measuring performance against these criteria. Work has commenced at this site using this approach for a new interactive dashboard tool for unit coordinators, with the design refined over multiple iterations based on both anecdotal and focus group feedback.

Positive survey responses about how LA provides useful information to support students can be connected to users’ trust in the tool to understand students’ situation and make informed decisions. And yet, the standard nature of the current LA reports makes it difficult to identify patterns relevant to all unit settings. As the rollout of LA has expanded at this university, a long tail of units with relatively small enrolment numbers are receiving this form of support for the first time. The LA value proposition may not be as apparent in these units. Chances are these academics are already familiar with the patterns identified in the LA reports and so they are less likely to be useful for them. It also challenges the notion implicit in top-down LA implementations that see pervasive analytics use as the natural outcome. It is not just about “building it and they will come”. When student retention is a key driver for LA there should be targeted initiatives with a variety of stakeholders to identify and act on areas of concern. Different stakeholders’ participation in the process leads to building trust and in turn implementing evidence-based solutions that meet student needs (Gray et al., 2022; Ifenthaler & Yau, 2022; Shah et al., 2021). Cultivating academic use of analytics tools embedded in the LMS is also a needed action to respond to the issues related to validity already outlined.

Although users say they are familiar with the built-in analytics features of the LMS, survey results suggest they are not confident in its use and so the main use of the data (promise to solve problems) has not taken place as expected. This suggests further opportunities exist for professional development activities to support the integration of built-in analytics features of the LMS into academic staff practices. Given that staff already use the LMS for teaching purposes, it seems reasonable to also encourage using it for thoughtful analysis and reflection on the data to make responsive changes during the teaching session. Furthermore, these results also indicate the need to investigate enhancements to built-in analytics features of the LMS that make it easier and more compelling for academics to incorporate LA into their teaching practice. It is, however, essential to include different stakeholders in such systems development to increase understanding of the tools available and thus address the three crucial factors: trust, validity, and transparency.

5 CONCLUSION

A review of these survey results at a long running LA implementation highlights both the gains and the pain points. A key implication here is that the participation of different stakeholders in the design of LA can be a solution to increase the number of academics that integrate it into their teaching practice (Tsai et al., 2021). But it is not just about increasing the numbers. It is more about utility optimization rather than utility maximization. By being part of the design (e.g. Buckingham Shum & Luckin, 2019) stakeholders are invited to share their experiences and expectations. In addition to the opportunity to understand how systems are built, these experiences can reduce the opaqueness of LA and create trust in those expected to harness it for improved student outcomes. All the skills required for analytics success do not solely reside within one individual. The survey results outlined here suggest co-design efforts may help increase user’s trust through the increased agency of more participatory
system development. The rapid pace of technological change requires LA to be treated as a living ecosystem to effectively address the issues outlined here and ensure responsible use of data that protects students and teachers.
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ABSTRACT: While research has shown that educational methods that encourage student activity and social interaction result in better outcomes, asynchronous online courses often default to lecture videos with accompanying slides and multiple-choice assessments. This work examines a particular technique for encouraging active and social learning in the context of online business courses where students are regularly asked to reflect on an aspect of what is being learned in the form of textual responses, which are then shown to others in a social cohort where they can be liked, commented upon, and viewed alongside the cohort’s other reflections. Our initial finding is that the amount of interaction around reflections is correlated with course grade, with large effect sizes for top grade earners and to lesser extent for other grade levels. Initial steps are being taken to evaluate the quality and authenticity of the interactions, rather than a simple measure of interaction counts, and work is being done to provide feedback to students around their social activity in the courses.
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1 ACTIVE AND SOCIAL STRATEGIES IN ONLINE LEARNING CONTEXTS

It is hard to overstate the importance of active and social teaching and learning techniques as a way of improving outcomes for students in general (Freeman et al., 2014) and also reducing achievement gaps for underrepresented student groups (Theobald et al., 2020). However, it can be challenging to facilitate active and social learning experiences in online learning contexts, especially asynchronous online learning contexts where students may be working on course materials on different schedules, at different rates, and from geographically distant locations.

Many efforts around building social connections in asynchronous online classes have used discussion forums (Adraoui et al., 2017), blackboards, and external networking tools (Kilgore, 2016). While these tools can be valuable by providing opportunities for students to ask questions, provide each other with feedback, and create peer relationships, they are often only used by a fraction of the students and can stray from direct engagement on topic (Husssin et al., 2019), limiting their effectiveness.

The Harvard Business School Course Platform considered in this research was built by an in-house technology team to support an asynchronous online version of the case method (Barnes, 1994), encouraging active, social, case-based learning in an asynchronous online context as described in Benson & Houtti, 2022. While there are many ways for students to engage with each other in this platform, the primary social affordances are social teaching elements called shared reflections in which students are presented with a reflective prompt at key learning junctures to which they must provide a textual response. Once the student has provided the textual response, they are presented
with their peers’ responses which they are encouraged to read, mark those they particularly like with a star, and engage in nested comment conversations around the responses.

In order to try and understand the effectiveness of the individual pedagogical feature of shared reflections we developed interaction metrics and measured their associations with positive course outcomes.

## 2 SOCIAL INTERACTION METRICS AND OUTCOMES

The simplest measures of social interaction around shared reflections are counts of comments given, stars given, and number of views of other students’ reflections. We are using the number of views metric when comparing to course grade, as number of comments and number of stars are used as a very small input into the grading process, while number of views is an independent measure.

It is important to normalize or scale the social interaction metrics by the number of opportunities to interact, i.e., the number of shared reflection teaching elements to which the student provided a response, as described by (Benson & Houtti, 2022). Without normalization, students who didn’t finish the course would not be judged equally on the parts of the course they did complete. The resulting metric is called views per shared reflection.

The data for this research was collected across 35 offerings of an intensive three course introduction to business program from 2018 to 2021 encompassing 18,267 students. The findings also hold across subsets of these courses by time period and in individual program offerings.

![Figure 1: Distribution of views per reflection by course grade](image)

Computing the views per shared reflection for each student and then looking at the distribution of those values by a comprehensive grade assessment shows a relationship between higher reflection views and higher grades as see in Figure 1. While there are many students who have high participation...
counts and did not achieve a high grade, the median and average values of participation are higher for each successive grade level.

In order to understand the significance of the relationship between views per shared reflection and grade we used Cohen’s $d$ to measure the effect size on transitions from fail to any level of passing, from failing or passing to passing with some level of honors, and from any other level to passing with high honors as seen in Table 1.

<table>
<thead>
<tr>
<th>Group 1</th>
<th>Group 2</th>
<th>Effect Size</th>
</tr>
</thead>
<tbody>
<tr>
<td>Failed (n=4,441)</td>
<td>Passed/Honors/High Honors (n=13,826)</td>
<td>0.44 (small)</td>
</tr>
<tr>
<td>Failed/Passed (n=14,881)</td>
<td>Honors/High Honors (n=3,386)</td>
<td>0.66 (medium)</td>
</tr>
<tr>
<td>Failed/Passed/Honors (n=16,968)</td>
<td>High Honors (n=1,299)</td>
<td>0.92 (large)</td>
</tr>
</tbody>
</table>

The most significant effect was in students achieving the highest grade vs. others. The amount of participation, along with other indicators like amount of time on the platform, and quiz scores are being used to understand which students are at risk for falling behind or missing a deadline, with the goal of eventually providing actionable feedback to students during the course.

3 INTERACTION QUALITY RATHER THAN QUANTITY

When examining the interactions between students in shared reflections more closely, it becomes clear that not all social interactions are equal. Giving a star to a comment, reading over a reflection, or responding with a comment of “I agree” is not the same as a comment that synthesizes ideas from another’s reflection around a unifying principle, or a response to another’s point relating it to a specific personal experience.

The work of Marti and Smith (Marti & Smith, 2022) describes a social participation approach designed to encourage deep engagement with course material. They have developed a set of standards around the quality of social engagement and students are asked to keep a participation portfolio containing examples of their own good participation, as defined by the standards as interpreted by the student. At certain intervals, the students are asked to choose three of their best examples of participation for that period and to reflect on how the participation exhibited their intellectual growth, or contributed to the intellectual growth of others.

We have done some initial work on training an NLP model to classify textual participation based on human-classified examples based on standards similar to those in Marti and Smith using Transformer-based deep learning models using open-source HuggingFace libraries (Distilbert-Base-Uncased · Hugging Face, 2022) although more labeling will be needed to achieve acceptable accuracy. We would also like to implement platform-based approaches around self- and peer-assessment of participation quality, which would have great ability to scale across large, asynchronous online courses.
4 SUMMARY

We have shown a relationship between the amount of social participation around shared reflections and course grade, especially for top grade earners in a rigorous set of asynchronous, online business courses. We are working towards incorporating measures of participation quality as defined by a participation rubric, and measure through self-assessment, peer-assessment, and/or trained machine learning models.
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ABSTRACT: This paper describes the relationship, characterized as a flexible coupling, between a mission-aligned learning analytics research center and service unit within New York University (NYU) over the last six years. This is done to highlight a collective strengths approach where complimentary areas of focus reinforce shared goals (Kim, et al, 2022). The flexible and collaborative model endeavors to best utilize the unique skills and strengths different organizational units can bring to the development of a learning analytics program, while not disrupting activities that are not necessarily overlapping in nature or focus, in order to initiate investment to develop a culture of research-informed LA at scale. Through this presentation we offer an additional model to that of the innovation center (Buckingham Shum & McKay, 2018) for how learning analytics research and practice can be positioned to be mutually supportive and growth-oriented within the university context.
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1 BACKGROUND & RATIONALE

Learning analytics (LA) is a field of research and practice concerned with leveraging insight from educational data on a timely basis to improve teaching and learning. It’s applied character has been a key feature of the field from the start and can be seen in its ongoing attention to use and systems (Lang et al., 2022) as well as a track devoted to reports of practice both at LAK and in the Journal of Learning Analytics. Yet while both LA research and practice continue to grow, their relationship is often tenuous, with advances in each relatively disconnected from the other (Ferguson et al., 2016). In the university context this may be attributed in part to the institutional architecture within which LA work takes place. As described by Buckingham Shum and McKay (2018): (1) Faculty/researcher-led LA efforts may be highly innovative and generate rigorous empirical evidence but often lack the infrastructure to scale and/or fail to respond to widely recognized needs; (2) IT services team-led LA efforts have the resources and skills to deliver analytics at scale, but can be limited by pre-defined data provided by product vendors and/or lack of engagement in participatory design practices. Buckingham Shum and McKay (2018) offer one way to overcome this dichotomy through a model that is currently implemented in each of their institutions: (3) The innovation center as an autonomous LA unit housing both academic and professional services staff together. In the current paper we present an additional model that emerged over the last six years at our institution: (4) Flexible coupling of mission-aligned LA research and service units in a collective strengths approach.

This model emerged to meet the challenge of initiating investment to develop a culture of research-informed LA at scale. By 2014, instruction at NYU, even when fully "in person," had a large digital component but no ways to examine this from a research standpoint or to support faculty in finding insights into what was happening in virtual learning spaces. The faculty advisement committee on
teaching and learning technologies thus recommended both the convening of a working group to understand needs and opportunities for a LA service unit and the creation of a complementary research center to strengthen technology-enhanced learning innovation across the university. As learning analytics was a relatively new technology, this strategy solicited relatively modest investments on each of the two sides to get the ball rolling quickly while generating additional buy-in.

2 THE LA SERVICE UNIT: ORIGIN AND ORGANIZATION

The working group launched in 2015, led by a post-doctoral scholar with faculty and IT staff from central university and individual school administrations. The group identified unique attributes that NYU might bring to the research and practice of LA: (1) The vast number of students and unique global reach suggested a LA-at-scale strategy as a distinguishing feature; (2) The breadth of academic disciplines and decentralized organization pointed to the need for ongoing consultation to understand diverse learning practices and needs. Over 2015-2016, the working group’s recommendations, with support from expert and early adopter faculty, IT leadership and the Office of the Provost, led to the establishment of a multi-year capital project to fund and staff a nascent LA technical and support program housed within the IT academic technology division (Fig 1a). As of Fall 2022, the Learning Analytics Service is now available to all faculty, which is over 6,000 individuals.

3 THE LA RESEARCH CENTER: ORIGIN AND ORGANIZATION

2016 marked the start of a two-year visioning and consultation process, led by senior leadership and research faculty in the School of Education. A university-wide perspective was infused through ongoing consultation with the university VP for Technology in Teaching and Learning and the Chief Academic Technology Officer. This led to the launch of the Learning Analytics Research Network (NYU-LEARN) in 2018 as a research center focused specifically on LA, with several distinctive characteristics. First, it had a mandate to fuse attention to research and scholarly concerns with practical service to the university (Fig 1b). In support of this, the center was designed to be team-based (rather than driven by a single faculty’s research agenda) and grounded in collaborations with partners across the university (e.g., Arts & Sciences, Dentistry, Engineering, Professional Studies). Finally, the NYU-LEARN received initial support and had accountability directly to the university-wide Provost’s Office (Fig 1a), leading to its representation not as a boutique research lab but as “a university-wide research center housed in the School of Education.”
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4 FLEXIBLE COUPLING AS A COLLECTIVE STRENGTHS APPROACH

The relationship between the LA Service Unit and Research Center dates back to 2016 when the planning for both was underway. These processes were formally independent (and staggered) but had two important parallels. Both (1) were highly collaborative, widely consultative and took place over an extended period of time; (2) included balancing input (the post-doc brought a research lens to Service Unit planning; Provostial and IT leadership brought practice lens to Research Center planning). Another important alignment emphasized by the leaders of both units was (3) orientation towards human-centeredness: involving the intended users of LA in the process of their creation (Buckingham Shum et al., 2019) through participatory methods (Sarmiento & Wise, 2022). These three alignments created need and desire for the units to engage the complementary expertise of the other to enrich their efforts on particular projects. Equally importantly, a trustful relationship has developed that fundamentally undergirds work across the units. Without a formal organizational relationship, regular conversations have been critical to create shared awareness of efforts and identify opportunities to leverage collective strengths. Some key examples of joint work resulting from this follow below.

Instructional Dashboard. Early years of the LA Service Unit’s work involved consolidation of data streams from instructional tools and developing use cases for common teaching challenges in consultation with faculty. As initial dashboard versions were built to address these challenges, the Research Center studied how faculty worked with the data to inform their teaching. This both fed back into future tool development and built scholarly knowledge about analytics use (Wise & Jung, 2019). In addition, it drove dashboard support efforts in which an NYU-LEARN doctoral student worked with the LA Service Unit to develop training workshops and resource materials for faculty. University-wide availability of analytics came after ~5 years of effort in Fall 2022. Launching a program of this complexity across multiple schools (and global locations) required a collective commitment that LA is both a time and resource priority across academic, technical, instructional and research communities.

Rapid Response to Remote Instruction. A significant challenge faced by many universities in 2020 was the shift to remote instruction that occurred in response to the COVID 19 pandemic. In addition to scrambling to quickly modify teaching methods and materials to an online format, many faculty felt that they were “driving blind” without the opportunity to observe and reflect on student engagement in the classroom. In response, the two units came together quickly to offer faculty simple reporting on student interactions with online platforms. Expertise from NYU-LEARN helped shape report design and guiding language while the LA Service Unit focused on scalable reporting via existing information channels. The result was delivered through university-embedded Google Suite tools and early positive feedback during Summer 2020 led to revision and expansion to thousands of faculty in Fall 2020.

Disciplinary Driven Analytics. In addition to university-wide projects described above, the LA Service Unit and Research Center also receive requests from disciplinary faculty whose needs are best met with involvement from both units. For example, in 2019 a faculty member in Professional Studies approached NYU-LEARN about developing analytics to support students in cultivating their online teamwork skills (Li et al., 2021). This project required working with specific data streams with which the Service Unit was intimately familiar. Conversely, a group of STEM faculty recently approached the Service Center about improving student success tools for faculty in large format courses. To take a research-informed approach to the development of classification and prediction tools, a doctoral student has been jointly appointed to the Service Unit and Research Center.
5 REFLECTIONS

The above examples and our experiences over the last six years have revealed both advantages and drawbacks to the flexible coupling approach compared to other research-service configurations. For advantages, flexible coupling may be a model that is easier to adopt from a leadership and fundraising perspective, while at the same time allowing service and research units their own “lanes” of production that produce benefits more aligned with the “worlds” each inhabits. From a financial perspective, this means advocating for smaller investments in learning analytics across different and non-competing funding sources that are easier to justify compared to a larger new unit. The parallel investment on the two sides also can help lessen concerns of tension or territory over a single unit’s agenda for learning analytics at the institution, with the Service Unit being concerned with infrastructure, data governance, and providing service at scale to constituents, and the Research Center focused on knowledge generation, stakeholder partnerships and basic research. One central drawback to flexible coupling is the continual effort needed for the two units to stay aware of and coordinated with each other’s projects. Even with well-aligned missions and orientation, the lack of combined leadership or portfolio means the coupling’s success is only as strong as the commitment to communication and coordination of the individuals involved at an operational level. There may also be moments where timelines do not align, leading the partnership to take place in drawn out stages, which can delay research/service development and outputs. Considering the flexible coupling and innovation center models together, we see several similarities. Both involve (1) non-traditional positioning of a research functionality that has a university-wide purview with the ability to develop strategic relationships with senior university leaders; (2) dedicated staff with LA expertise, distinct from the general IT team; and (3) engagement with faculty clients / champions as a key additional player (which may be extended to students in the future). Perhaps these three characteristics, regardless of the specific model of connection between academic and service personnel, create the necessary conditions for LA research and practice to be mutually supportive in the university context.
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ABSTRACT: This Practitioner Report discusses a new approach to assessing creativity, operationalized as the ability to produce a useful and novel solution to a problem. A creativity test was designed that involves presenting participants with a visual stimulus and asking them to generate a caption. This method enables observation of the product of a creative process, rather than potential creative ability, while limiting variation in participants’ responses, thus facilitating automated scoring. Using Natural Language Processing (NLP) to measure similarity between captions generated by participants and a low-novelty model caption suggests that this approach approximates human judgements of creativity, especially for those captions that were judged by humans as non-creative. This has the potential to increase efficiency in creativity assessment at scale, in that it allows early identification of captions that are almost certainly non-creative and can therefore be excluded from further examination. To arrive at an automated scoring system that approximates human judgement for highly creative responses, however, a model that combines similarity with the detection of humour and figurative language may be required.
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1 BACKGROUND: MEASURING CREATIVITY

Creativity is highly valued by employers (Deloitte, 2016). Therefore, assessing students’ creativity is an important concern for educational institutions (Marrone & Cropley, 2022). While creativity is often associated with artistic expression, the type of creativity we deal with in this report concerns problem solving. From this perspective, we follow Plucker et al.’s definition of creativity as “the interaction among aptitude, process and environment by which an individual or group produces a perceptible product that is both novel and useful as defined within a social context” (2004: 90).

Current approaches to assessing creativity often operationalise creativity in terms of ideational fluency and divergent thinking. For example, the Alternative Uses Test -- a classical test of ideational fluency -- involves naming the greatest possible number of uses for a common object, such as a paper clip (Snyder et al., 2004). Other tests, like the Divergent Association Task (Olson et al., 2021), ask
participants to generate lists of words associated with a verbal stimulus and measure semantic distance (i.e., divergence) between these words as an index of creativity. Classic divergence tests have traditionally relied on human judgement for scoring, although attempts have been made to automate the scoring process in recent years (e.g., Beaty & Johnson, 2021).

Existing tests have been found to produce valid and reliable measures of an individual’s potential to engage in creative problem solving (Runco & Acar, 2012). However, it can be argued that word lists provide limited information on a persons’ actual creative ability; tests that generate more complex and informative participants’ responses, on the other hand, are time consuming to score and potentially less reliable, as they require human judgement. To address these shortcomings, the second author designed a test that asks participants to generate a caption in response to a visual stimulus (i.e., a photograph). This limits output variation, facilitating scoring and reliability, while at the same time enabling observation of an authentically creative product. We explored the possibility of automating at least part of the scoring, working toward reliable and efficient assessment of creativity at scale. In this report, we present the results of one of our explorations, which involves computing similarity between participants’ responses and a low-creativity model caption.

2 DATA AND DESIGN

As mentioned above, a creativity test was designed that involves presenting participants with a randomly selected image out of four possible options. The image was displayed on a computer screen and the participants, who were all students at an Australian secondary school, were asked to type a creative caption into a text field. We then generated ‘literal’ descriptions of each image as a basis for comparison. The model captions meet the ‘usefulness’ criterion of the creativity construct, but fail on the ‘novelty’ one, hence exemplifying low-creativity responses:

Image 1 (‘Elephant’): Flyimg elephant plays basketball
Image 2 (‘Car’): Two persons on the road look at a dent on the back of a white car
Image 3 (‘Bulldozer’): Person standing outside a building site looks at a bulldozer beyond a fence
Image 4 (‘Stairs’): Person sits at the bottom of the stairs

Our dataset consists of 1418 participant-generated captions, including: 222 captions for Image 1; 450 for Image 2; 439 for Image 3; and 307 for Image 4. Human judges were asked to score each caption in terms of its creativity on a scale from 1 = lowest creativity to 5 = highest creativity. Mean scores for each image are presented in Table 1.

<table>
<thead>
<tr>
<th>Image</th>
<th>N of captions</th>
<th>Mean Judge Score</th>
<th>StDev</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 (‘Elephant’)</td>
<td>222</td>
<td>3.07</td>
<td>0.99</td>
</tr>
<tr>
<td>2 (‘Car’)</td>
<td>450</td>
<td>2.66</td>
<td>0.90</td>
</tr>
<tr>
<td>3 (‘Bulldozer’)</td>
<td>439</td>
<td>2.92</td>
<td>0.98</td>
</tr>
<tr>
<td>4 (‘Stairs’)</td>
<td>307</td>
<td>2.58</td>
<td>0.97</td>
</tr>
</tbody>
</table>
To measure divergent thinking in the participants’ captions, we tested for similarity with the relevant low-creativity model captions. We generated sentence embeddings using SBERT SentenceTransformers [https://www.sbert.net/] and a high-performing pre-trained model, paraphrase-MiniLM-L12-v2, which is designed specifically to detect paraphrasing. We then computed cosine similarity between embeddings for participants’ and model captions. Finally, we calculated Pearson’s correlation between our similarity scores and human judges’ scores for each caption, to explore the relationship between these two measures.

3 FINDINGS

On the whole corpus comprising four sets of image captions, a moderate, statistically significant inverse correlation was found between similarity with the model captions and mean judges scores, at r=-0.32 (N=1418; p<0.00001). The strength of the relationship varied across datasets: ‘Stairs’ returned the strongest association, with -0.5505 (N = 307; p<0.00001), whereas the ‘Car’ dataset returned the weakest, at -0.188768 (N = 450; p<0.0001). Results for each image dataset are shown in Table 2.

Table 2: Correlation between Similarity with Model Caption and Human Judges Scores

<table>
<thead>
<tr>
<th>Image</th>
<th>N of captions</th>
<th>Mean similarity with Model Caption</th>
<th>Pearson’s Correlation with Mean Judge Scores</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 ('Elephant')</td>
<td>222</td>
<td>0.3818</td>
<td>r = -0.41**</td>
</tr>
<tr>
<td>2 ('Car')</td>
<td>450</td>
<td>0.2204</td>
<td>r = -0.19*</td>
</tr>
<tr>
<td>3 ('Bulldozer')</td>
<td>439</td>
<td>0.2598</td>
<td>r = -0.37**</td>
</tr>
<tr>
<td>4 ('Stairs')</td>
<td>307</td>
<td>0.3056</td>
<td>r = -0.55**</td>
</tr>
<tr>
<td>TOTAL</td>
<td>1418</td>
<td>0.2851</td>
<td>r = -0.32**</td>
</tr>
</tbody>
</table>

Based on these results, computing similarity with a surface-level description of the image prompt appears useful, given that there is some correlation with human judges’ scores. This is an interesting finding, as it suggests that divergence from a surface description of the image prompt is a relevant criterion for human judges assessing caption creativity. In the ‘Stairs’ set, for example, up to 30% of variance in judges’ scores can be explained by similarity (R² = -.5505² * 100). Variance across datasets, however, suggests that image prompt selection may play an important role: when images offer less room for creative interpretation, as is the case of the ‘Stairs’ and ‘Elephant’ datasets, a greater proportion of captions show high similarity with the model, increasing correlation with human judges’ scores. Similarity scores may also have been influenced by the way model captions were phrased, as correlations are higher for model captions containing fewer words. These observations will guide future refinements in test design to improve validity and reliability.

Visual inspection of participants’ captions also suggests that our approach may be especially useful in identifying low-creativity responses, as correlations appear stronger when similarity is higher. When similarity with the model caption is low, on the other hand, additional criteria may need to be considered. Participant captions that were rated as highly creative by human judges tended to evidence linguistic creativity through: (a) use of humour – especially puns, satire, and parody. This included intertextual references to well-known cultural tropes and artefacts, such as film titles and characters, or exploitation of polysemy for wordplay (see Skalicky, 2018 for similar observations); (b) metaphors and ‘headlines’. Several captions that received high creativity scores from human judges

Creative Commons License, Attribution - NonCommercial-NoDerivs 3.0 Unported (CC BY-NC-ND 3.0)
were in a ‘headline’ form and contained ‘serious’ (i.e., non-humorous) metaphors, which
demonstrates the participants’ ability to link distant concepts through abstract thinking (see also
Skalicky, 2018). A valid and reliable model for automated scoring of creativity would therefore need
to account for these elements, in addition to measuring distance from literal image descriptions.

In conclusion, our preliminary exploration shows great potential for Natural Language Processing
(NLP) to assist in automatic scoring of creativity, operationalized as individuals’ ability to generate
image captions that are both effective and novel. Similarity with effective but low-novelty model
captions correlated significantly with human judges’ scores, suggesting that this measure may be
employed to discriminate between participants’ captions that are almost certainly not creative and
those that require human judgement to reliably evaluate creativity. To approximate human
judgement of highly creative responses, however, a model that combines similarity with the detection
of humour and figurative language may be required. While there have been advancements in
algorithm development for this purpose (e.g., Gong et al., 2020), considerable work remains to be
done to overcome existing limitations. Once developed, such model could be applied to texts beyond
simple captions -- for example, students’ essays. For now, our approach could be viewed as a simple,
easy-to-implement method for conducting preliminary screening and identifying low-creativity
responses, building some efficiency in the assessment of students’ creative potential at scale.
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ABSTRACT: The widespread adoption of online learning in response to the pandemic has left organizations with copious amounts of learning data that organizations can use to justify the optimization of online learning and learning effectiveness overall; the question is how? Considering the unpredictable, and uncertain marketplace, organizations seek to identify the potential of new hires by assessing their learning capabilities. Therefore, the present study sought to use learning data to identify predictors of effective learning among workers, which is invaluable to any corporation that wants to increase its competitive advantage on talent management and development. A pretest-posttest quasi-experimental design was used to evaluate the learning outcomes of medical representatives in a multinational pharmaceutical company. Participants were new-hired medical representatives that were required to finish a self-paced, online professional training program (N = 156). A cluster analysis was conducted to categorize participants into three performance groups (promotion-focused, prevention-focused, and balanced) based on eight predictor variables. The study's exploratory findings provide some evidence that learning outcomes can be predicted with behavioral measures of learning. Implications and practical significance are also discussed.
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1 INTRODUCTION

As it stands, the rapid development of online learning during the pandemic has resulted in a large amount of learning behavior data for organizations. The question is, how do we use this data to justify the optimization of online learning and testing to improve learning effectiveness. Given the present organizational climate characterized by technological innovations, constant changes in organizational structures and processes, the criteria for determining and evaluating work performance are constantly changing. Therefore, it would be prudent for training managers and commercial training heads to utilize this behavioral data to identify the factors that distinguish effective learners from less effective ones. However, there is little research regarding methods in identifying effective learners, especially when identifying individuals who can effectively acquire and apply knowledge in a workplace context. As such, the aim of the study is three-fold. First, we examine whether employees can be categorized into clusters based on variables of learning behavior. Second, we examine whether there are variables that significantly correlate with the measures of employees’ learning effectiveness and assess which variables could be used to develop a predictive model. Finally, we perform an exploratory data analysis (EDA) from sequential data to see if there are any difference in the learning behavior patterns between clusters. Afterwards we discussed the characteristics of each cluster to explore the implications of these differences.
2 METHODS

2.1 Participants

The study consisted of 166 medical representatives from a multinational pharmaceutical company in China who were required to take part in a self-paced, online professional sales training program. The final sample population was 156 participants after 10 trainees were dropped for failing to complete at least 90% of the online training and take the posttest.

2.2 Procedure

The study had a quasi-experimental design conducted during the employee’s training. The pretest was assigned a week before the first day of the training. Afterwards, the participants were given 12 days to complete the online professional training. The training was divided into 12 subsections to encourage learners to finish one subsection each day. The online professional training course consisted of 79 learning items including 4 different formats: video, quiz, practice assignment and reflection question. All participants were required to take a pretest and a posttest at the beginning and end of the training respectively. At the end of the training, all participants were required to reflect on the training and provide qualitative responses on the value of the professional training on their professional development.

2.3 Measures

Table 1: Variables and their definitions

<table>
<thead>
<tr>
<th>Variable</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pretest Score</td>
<td>The participant’s standardized test score before the training began.</td>
</tr>
<tr>
<td>Posttest Score</td>
<td>The participant’s standardized test scores a week after training ended.</td>
</tr>
<tr>
<td>Improvement Rate</td>
<td>The difference between the pretest and posttest scores expressed as a percentage of the pretest.</td>
</tr>
<tr>
<td>Time Per Assignment</td>
<td>The time each learner spent completing assignments at the end of each training subsection. Measured in seconds.</td>
</tr>
<tr>
<td>Time Per Quiz Section</td>
<td>The time at which each learner spent on each quiz section including responses time and review time. Measured in seconds.</td>
</tr>
<tr>
<td>Time Per Quiz</td>
<td>The time at which each learner provided responses to each quiz. It was measured in seconds.</td>
</tr>
<tr>
<td>Quiz Score</td>
<td>The score that a learner got from quiz section during the training.</td>
</tr>
<tr>
<td>Quiz Rank</td>
<td>The average rank by learner’s quiz scores that learner got for each quiz. A high rank indicates poor performance and vice versa.</td>
</tr>
</tbody>
</table>

2.4 Analyses

Firstly, a cluster analysis was conducted because we were interested in seeing whether the variables of learning behavior could produce distinct subgroups of learners. ANOVAs were used to compare the final clusters on the different variables of learners. Pearson’s correlations were used to explore the relationships between these variables and an exploratory data analysis was conducted to explore participates’ learning behaviors, using temporal sequence data. A sequence data framework was used to analyze temporal sequence data from learner-centric perspective (Johnston et al., 2021). We calculated the probability of each learning item that was completed in each possible sequence. We denoted $P_{i,j}$ with $i$ representing the sequence number of the learning item (1-79) and $j$ representing the order number in which it was completed. For instance, $P_{i,79}$ denotes the probability of the first learning item being completed as the 79th task. If 50% of learners complete the first learning item as
the 79th task, then $P_{(1,79)}$ is 0.5. Therefore, we calculated a 79 x 79 probability matrix to explore the difference between learning item sequence for each learner cluster.

3 RESULTS

A cluster analysis was conducted on the learners in order to identify learner subgroups based on learning effectiveness. The analysis used k-means clustering, which is a partitioning clustering algorithm whereby the numbers of clusters are automatically specified a priori which resulted in a three-cluster solution. The resultant clusters were labeled promotion-focused (n = 85), prevention-focused (n = 52) and balanced (n = 19). Promotion-focused learners were characterized by their high scores on the pretest, low posttest scores, and fast completion times on the assignments and quizzes. Prevention-focused learners, in contrast, had the lowest scores on the pretest and moderately high scores on the posttest, as well as the slowest completion times on their quizzes and assignments. The Balanced group had moderately high scores on the pretest, highest on the posttest and had moderately quick completion times on their assignments and quizzes. Uncorrected univariate ANOVAs for the three-cluster solution revealed significant differences on 7 of the 8 variables of learning behavior. Although pretest scores were found to be the same between all three clusters, the ANOVA revealed significant differences between the 3 clusters for average posttest scores ($F(2,154) = 190.273, p = 0.000$), reflection score ($F(2,154) = 15.096, p = 0.000$), average quiz score ($F(2,154) = 4.280, p = 0.016$), average quiz rank ($F(2,154) = 4.583, p = 0.012$), average time spent per quiz section ($F(2,154) = 10.194, p = 0.000$), average time spent per assignment ($F(2,154) = 3.998, p = 0.020$), and average time spent per quiz ($F(2,154) = 5.080, p = 0.007$). Multiple Pearson product-moment correlation coefficients were computed to assess the relationship between learners' posttest scores and variables of learning behavior. Posttest scores were found to be weakly positively correlated with average time spent per assignment [$r(154) = 0.198, p < 0.05$], average time spent per quiz [$r(154) = 0.255, p < 0.01$], delay [$r(154) = 0.212, p < 0.05$], and average quiz score [$r(154) = 0.292, p < 0.01$].

Table 2: Means, standard deviations and ANOVA results for learning variables

<table>
<thead>
<tr>
<th></th>
<th>Mean ± standard deviation</th>
<th>F</th>
<th>p</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Promotion (n=85)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pretest Score</td>
<td>66.96±4.56</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Posttest Score</td>
<td>65.03±3.59</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Reflection Score</td>
<td>1.37±1.02</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Quiz Score</td>
<td>46.15±22.86</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Rank Score</td>
<td>100.60±43.82</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Time per Quiz Section</td>
<td>229.34±134.27</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Time per Assignment</td>
<td>96.87±58.42</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Time per Quiz</td>
<td>175.32±109.00</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Prevention (n=52)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pretest Score</td>
<td>65.42±4.07</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Posttest Score</td>
<td>71.94±2.52</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Reflection Score</td>
<td>2.27±1.33</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Quiz Score</td>
<td>52.50±15.91</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Rank Score</td>
<td>86.87±35.29</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Time per Quiz Section</td>
<td>327.15±138.35</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Time per Assignment</td>
<td>128.38±76.35</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Time per Quiz</td>
<td>228.12±97.07</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Balanced (n=19)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pretest Score</td>
<td>66.30±4.51</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Posttest Score</td>
<td>80.05±3.68</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Reflection Score</td>
<td>2.84±1.80</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Quiz Score</td>
<td>60.09±18.42</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Rank Score</td>
<td>72.38±36.53</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Time per Quiz Section</td>
<td>329.08±132.60</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Time per Assignment</td>
<td>119.93±61.67</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Time per Quiz</td>
<td>226.71±82.63</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

*p<0.05; **p<0.01

To better understand the learning sequence of each cluster, we made a visualization for 79 x 79 matrix of probability. The x-axis displays the order of being completed (1-79) and the y-axis displays the sequence number of the learning item (1-79). The mark is encoded with 2 channels: color for the types of learning items (blue for video, green for quiz, purple for assignment, orange for reflection), saturation for the portion of total learners (0% saturation for 0% of total learners, and vice versa). If all learners of the cluster strictly follow the desired learning sequence, there will be a clear diagonal with high saturation from the top-left to the bottom-right. The first graph in Figure 1 (leftmost), the learning sequence of the promotion-focused cluster is much more divergent than the others. Learners with early learning behaviors are shown below the diagonal, with fewer appearing over
time. There are marks with less saturation near the diagonal as well which indicates that learners did not follow the desired learning sequence even at the subsection level. Within Figure 1’s middle graph, we observe there are two clear deviations from the diagonal. A certain portion of learners from prevention-focused cluster completed video contents (blue mark) in advance and delayed assignments (purple mark). In Figure 1’s rightmost graph explains how most learners from balanced cluster strictly follow the desired learning sequence to complete the training program. There are small groups of learners who deviated from diagonal on some videos (advance than the desired sequence) and some assignments (delay than the desired sequence).

Figure 1: Learning sequence from the resultant clusters

4 DISCUSSION

The present study demonstrated how learning behaviors can be used to form clusters based on different levels of learning performance, which can be used to identify effective learners. Our sample of learners were partitioned into three groups using eight variables. Learners’ scores on the posttest were associated with how much time they spent over the time allotted to their training, their average quiz rank, average quiz scores, as well as the average time they spent on their assignments and quiz. This suggests that the participants who scored high on their quiz scores and spent more time on their assignments and quizzes were more likely to have high posttest scores. These findings imply that potential employees who spend more time learning work relevant information are more likely to perform better, which is conducive to literature on effective learning strategies (Tagg, 2018). As for the sequence data framework, we can observe the obvious learning sequence pattern between the three clusters. This can be part of the explanation for the differences in learning outcomes. The learners who followed the designed learning sequence can learn most effectively, which also indicates the effectiveness of pedagogy (learn, test and practice for every content). In sum, the variables for clustering and the sequence learning behavior can be utilized as the indicators for learning management in practice for workplace learning. Future studies should adopt this framework and determine if there are specific learning behaviors associated with performance as well as to assess the reliability of the training timeline given the high standard deviation values for the time spent measures.
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ABSTRACT: A/B testing at scale provides opportunities for learning analytics researchers to learn from large sample sizes. Deploying and running live intervention experiments with such large samples, however, raises infrastructural challenges. This paper discusses some of those challenges, and reports on two possible implementations that address those challenges in a workforce learning context at a large technology company. The pros and cons of the alternatives are discussed with the help of a specific use-case, an A/B test comparing personalized feedback on open-ended responses to static feedback. Along the way, the paper discusses idiosyncrasies that have to be kept in mind while conducting and evaluating learning experiments in the industry.
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1 MOTIVATION

A/B testing (terminology emerging from user experience research) is a “between-subjects” experimental method where an individual is assigned to one of two (or more) experimental conditions (often control, and one or more treatment conditions). Provided the baseline characteristics of these groups are identical across conditions, any observed effect can be attributed to the treatment. While a random assignment of individuals to conditions is often used to create groups with similar baseline characteristics, a small sample size reduces the statistical power of generalizing the findings to a broader population outside of the study (Faber & Fonseca, 2014). This is the promise of A/B testing at scale. A large sample size increases the likelihood of observed effects generalizing to the population.

The promise of A/B testing at scale is, of course, complemented by several challenges. First is the challenge of finding an appropriate use-case – one that measurably and quickly advances business and/or learning goals while also satisfying the dual methodological requirements of limiting possible harm or inconvenience from a treatment, as well as preventing a beneficial treatment from being withheld for too long. Second is the technological challenge of developing, testing, deploying, and maintaining an infrastructure that enables A/B testing experiments to be conducted at scale. Last is the technological challenge of collecting the data, quickly analyzing it, and, preferably automatically, declaring a “winning” condition either to limit harm or inconvenience, or to multiply the benefit.

Both large samples and the associated infrastructure for A/B testing at scale have previously been relegated primarily to large-scale collaborative initiatives such as the Pittsburgh Science of Learning...
DataShop (Koedinger et al., 2010), the Super Experiment Framework under the Next Generation Learning Challenge (Stamper et al., 2012), E-TRIALS from ASSISTments (Krchevsky et al., 2020), and MOOCs (Reich, 2015), although noteworthy examples from single research groups do exist (Mostow et al., 2003). This paper describes two kinds of implementations built to address the challenges described above. The first uses custom-built or equivalent open-source technologies, and the second uses Amazon Web Services (AWS) technologies. The pros and cons of the two implementations are discussed with the help of an example use-case comparing personalized, AI-generated feedback on open-ended responses to static, hard-coded feedback. The discussion should provide research groups with the information needed to build scalable A/B testing infrastructures of their own.

2 THE USE-CASE

The industry context provides us access to a large sample but requires additional considerations. An ideal use-case will be one that produces actionable results in the short-term. That is not to say that long time-horizons are not possible, but that they need to be coupled with delivering results in the short-term. One such use-case was identified in an eLearning course for learning designers on writing learning outcomes. An open-ended question asked learners to rephrase and improve on a sub-par learning outcome. The control condition provided learners with an exemplar that they can, on their own, compare against their response. Building on prior work (Zhao et al., 2021), the treatment condition provided learners with personalized feedback on their response using an algorithm that sits atop a pretrained language model. Given a set of learner answers and exemplar answers, the algorithm identifies key phrases present in the model answers that are missing from the learner answer, allowing those missing key phrases to be delivered as personalized feedback to the learner. The model backend additionally determines a score for the learner answer based on this comparison between their answer and the model answers. This score is not displayed to the learner and is only used for hypothesis testing. In either condition, learners can submit responses as many times as they want, although only the treatment condition would provide personalized feedback each time. Four hypotheses were tested across the conditions. First, we hypothesized that learners who received personalized feedback would be more likely to edit their responses and resubmit. This is fairly trivial; however, it enables us to test if the additional time spent revising the responses was worth it for learning. Second, as a result of the personalized feedback, the quality of the terminal submission, as measured by the model-generated score, ought to be higher in the treatment. Third, the combination of the personalized feedback, and an increased number of attempts to refine their submission based on it, should lead to improved learning in the treatment. Finally, the model-generated score should be higher in the treatment condition for equivalent attempt numbers (second attempts compared across conditions, for example). The final hypothesis allows us to understand the mechanism of learning i.e., whether learning was due to personalized feedback or due to editing and refining one’s responses. Lacking a proximal measure of learning such as a pre- and post-test, we used performance on the set of assessments tied to the learning outcome associated with the open-ended response question as our (distal) measure of learning. Since it is a high bar to expect a single question to produce a significant impact on the learning outcome as a whole, we reserve the last two hypothesis as exploratory. The results of the first two hypotheses, therefore, determines the “winner” of the A/B test, with the experimental condition being declared as such only if both of the first two hypotheses are satisfied.
3 THE INFRASTRUCTURE

Open-source frameworks such as Upgrade allow augmenting existing educational applications with A/B testing capabilities through Learning Tools Interoperability (LTI). Nevertheless, they are unsuited for use in corporate contexts for various reasons – scalability, security, and lack of customizability/extensibility being chief among them. As our first solution, therefore, we built a custom solution that is similar to Upgrade. Two copies of the learning experience, one with the desired treatment, are made, and the system redirects learners to one or the other based on the rules provided through an authoring interface. Note that the authoring interface needs to be implemented in addition to the redirection logic. The authoring interface can specify the percentage of learners in each condition, defined start and end conditions, and the post-experiment actions among other parameters. The redirection logic is not only a one-time redirection of a learner to an experimental condition but has to persist that assignment across learner sessions through drops in connection, logouts, and breaks. Data from each condition must then be collected, and correctly and consistently mapped to the learners assigned to those conditions. If data-processing rules are set, the evaluation metrics can be automatically calculated to determine the outcome of the experiment and the “winning” condition that subsequent learners will be assigned to. Otherwise, duration or number of learners can also be used as terminating conditions. In our case, the number of learners (200-400) is used as the termination condition while we wait for the automatic evaluation to be implemented. The evaluation is conducted offline, and learners are reverted to the control condition in the meantime.

Our second implementation leverages Amazon Cloudwatch Evidently. Features for both the control and treatment are implemented, but hidden behind ‘if’ statements on the front-end interface. At runtime, the application code queries a remote service. The service decides the percentage of users who are exposed to the new feature, i.e., the treatment, and returns information about whether a specific specific user is in the treatment or control condition allowing the appropriate front-end components to be rendered. Evidently additionally allows statistical analysis to be performed at runtime and decisions made based on the results of those statistical analyses.

Each approach has its pros and cons. The former learning experience-level redirection approach allows more complex A/B comparisons such as different sequences of instruction and assessment, while the latter real-time rendering approach is ideally scoped to the level of a page, or even one learning object on the page. On the other hand, the experience-level redirection approach causes duplication of assets resulting in an increase in the burden of reporting on metrics such as completion, and an increased likelihood of learners chancing directly upon the URL for the control or treatment learning experiences in case the owner omits updating the link in all the places it is referenced (email blasts, wiki links, course catalogs etc.). The real-time rendering implementation does not require a redistribution of links and allows for a smoother post-experiment transition since it is all handled within the same learning experience. The determination for which infrastructure to use will depend on the requirements of the experiment. In our case, since the experiment focused on rendering a single assessment within the learning experience, the real-time rendering approach was the best suited.

Another element of this experiment is the machine learning model consuming learner answers and providing real-time personalized feedback. Not only does this involve the backend infrastructure...
necessary to consume learner answers, return the model output, and fashion that into a response to
learners, it also involves the frontend infrastructure elements of rendering the personalized feedback,
refreshing the interface to allow learners to respond again, and re-rendering feedback. All of this has
to, of course, happen in real-time to allow for a reasonable experience for learners. The model
inference code is easy to deploy, packaged along with all the requirements files into a Docker
container that is then deployed using Amazon SageMaker. The front-end component development is
much more effortful.

4 ETHICS OF A/B

The A/B infrastructure has interesting implications for the ethics of A/B experiments, which we
wanted to make explicit. A well-developed infrastructure will allow for quickly resolving in favor of the
experiment or treatment conditions, thus preventing harm or inconvenience, or making the beneficial
treatment available. Of course, this is ultimately down to the experimental design and the
experimenter. Nevertheless, the needed ease of doing so has implications for the design of the A/B
infrastructure, as outlined in earlier sections.

5 CONCLUSION

We present two possible infrastructures for A/B testing learning experiences at scale, discuss their
pros and cons, and demonstrate making a choice between them with a use-case. We expect research
groups to be able to use this information to build scalable A/B testing infrastructures of their own.
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ABSTRACT: Some of the most common and effective methodologies used in program assessment are matching methods, which simulate a randomized control experiment as closely as possible by balancing characteristics between a treatment and control group through some distance measure or score (Stuart 2010). In this practitioner paper, we present 1) a distance measure that has served well for program assessment analyses at our institution and 2) an internally built RShiny application that provides a user-friendly interface for matching and streamlining program evaluation analyses. This tool has been effective in a variety of applications at our institution, including assessing the impact of instructional changes in the classroom. The code base for the tool, installation instructions, and user guides for various applications are available for download via a public GitHub repository.
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1 PROJECT BACKGROUND

One of the core roles of any learning analytics researcher is program assessment – gathering and analyzing program data to improve student learning and success. To that end, researchers are called upon to evaluate the impact of campus programs, student interventions, and instructional changes using institutional data. Methods and tools are needed to deliver meaningful and timely evaluation analyses to program practitioners, instructors, and campus leaders.

Some of the most common and effective methodologies used in this space are matching methods (Stuart 2010), and this paper describes our institution’s approach to streamlining such analyses for program assessment and learning analytics applications. This process includes choosing a versatile distance measure for the matching process and building a distance-based matching program assessment tool.

2 DISTANCE MEASURE

The foundation of any matched analysis is a distance measure, which quantifies how similar two units of analysis (i.e. students) are to each other. The smaller the distance between the two units, the more similar they are and the greater likelihood that the two units should be paired together in a matched analysis. There are a variety of distance measures available (propensity score, Mahalanobis distance, etc.), but the quantity of requests and types of analyses called for a distance measure that could
handle a variety of data types and data challenges (i.e. missing data) and 2) force matches on key student subpopulations to account for the nested structure of various aspects of the educational environment (cohorts, academic terms, courses, etc.).

Following a review of various matching methods and distance measures available, we found that a variation of the Gower distance formula (D’Orazio 2021) provides the flexibility and configuration capabilities to serve most of our assessment needs. The figure, table, and footnotes below represent the distance measure in algebraic form and describe the detail of its components. The distance measure is highly intuitive as it quantifies the average distance between any pair of treatment and control units across all matching variables, weighted by the importance of the individual matching variables as set by the researcher. The weighting component of the distance measure is not only effective at creating nested subpopulations in the matched datasets, but it is also valuable for generating contoured analysis datasets that focus on student populations most served by the program or intervention being studied.

\[ G_{ij} = \frac{\sum_{v=1}^{P} w_v d_{ijv}}{\sum_{v=1}^{P} w_v} \]

**Figure 1: Distance Measure Formula**

**Table 1: Distance Measure Components**

<table>
<thead>
<tr>
<th>Component</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>(G_{ij})</td>
<td>The combined, calculated distance between the ith treatment unit and the jth control unit</td>
</tr>
<tr>
<td>(w_v)</td>
<td>The weight of the vth matching variable</td>
</tr>
<tr>
<td>(d_{ijv})</td>
<td>The distance calculated on the vth matching variable for the ith treatment unit and jth control unit treatment pair. More details are provided in the footnote.</td>
</tr>
</tbody>
</table>

\(1\) For numeric variables, the distance is calculated as the absolute value of the difference between the two units on the variable. Prior to calculating that difference, numerical variables are normalized between 0 and 1 by dividing each value by the maximum value of the variable in the dataset. For categorical variables, the distance is set to 0 if the two units match exactly on the level of the variable and the distance is set to 1 if the two units do not match exactly on the variable. If either the ith treatment or jth control unit have a missing value on the variable, the distance is set to 1 to reflect the uncertainty of that variable in the matching process for the potential matched pair.
3 DISTANCE-BASED MATCHING PROGRAM ASSESSMENT TOOL

Figures 2 and 3 display portions of the distance-based matching program assessment tool that was built to support analytics projects at our institution. This tool is a RShiny application that was built using the statistical software R. It leverages R’s MatchIt package (Ho et al. 2011) to select matched samples of treated and control units that are similar with respect to the Gower distance measure described in the previous section. The application’s code base, which is downloadable via GitHub (https://github.com/iu-ia-research-analytics/distance-based-matching-program-assessment-tool), only requires installation of R and RStudio and preparation of a CSV file for matching analysis. The specification details of the CSV file are also provided in the documentation on the GitHub site.

After installing R and RStudio and downloading the application code base, users launch the user interface in the RStudio environment. Users load the prepared CSV file into the tool, select matching and treatment variables, and set various aspects of the matching process (variables weights, matching algorithm, the number of controls to match to a treatment unit, etc.). The application then computes the pairwise distances between the treated and control units and runs the matching algorithm to create a matched data set that can be downloaded for further analysis. The application also provides capabilities to check balance on each variable before and after matching. For demonstration purposes, the example provided in the figures uses a subset of a larger variable list that was used to assess the impact of instructional changes in a specific course and academic term (ACAD_TERM_CD) on student outcomes in the subsequent course; the example shows students being matched on gender, their grade in the preceding course (CRS_OFCL_GRD_NBR) and their grade point average in all other courses (GPAO) (Matz et al. 2017) prior to the subsequent course.

Figure 2: Assessment Tool – Set Matching Parameters
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4 CONCLUSIONS AND NEXT STEPS

This distance measure and interactive, distance-based matching program assessment tool have been highly useful for our institution and have improved our capacity to deliver analytics to improve campus programs and instruction. The institution is also using the tool to create lists of peer institutions for benchmarking analysis. We are actively expanding the tool to include statistical analysis of selected outcome variables, and we are providing self-guided trainings to various stakeholder groups to maximize the tool’s use. These trainings include handouts and user guides to help users install software, prepare data files, and set parameters in the matching application.
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\textbf{ABSTRACT}: Efforts to put humans in the analytics loop focus on getting instructor feedback and perspectives. While this is beneficial, there’s a human touch that is lacking from both the interpretation and use of learning analytics insights. We discuss the process of identifying a new behavioral metric and involving the voice of a peer in the interpretation and (most importantly) use of the metric for student support. We show preliminary results indicating that both the new metric and peer voice contributed to improved success in a general education math course.
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1 MOVING FROM A GOAL TO A METRIC

As a group, students attending community college are among those most in need of support. They can be especially isolated, making the connection with peers increasingly important as they often lack the on-campus support of residential students (Crisp, 2010). For older, non-traditional students, difficulty in key courses such as Math, combined with a lack of support and sense of community can lead to withdrawal from school (Bahr et al., 2022). In recent research, Guo et al. pointed out that frequently the withdrawal is not tied to cognitive difficulties, but rather to affective elements, such as relationships with other individuals at the institution, personal factors (such as self-efficacy and mindset), and academic support (2022).

1.1 The Context

This paper reports on work taking place within a long-term research-practice partnership involving a community college in the southeastern United States. The goal of the partnership was to improve student success within a general education mathematics course. This course had historically poor completion rates - made worse by the COVID-19 pandemic - and was required for students completing non-STEM degrees. In many instances, this course stood between students and graduation.

Earlier work had included a variety of efforts - including a partial redesign of the course - without achieving the desired results. So, as a team, we returned to raw activity data to find something which could be a useful early indicator of problems.

Part of the course design involved students working on math problems in an online learning environment. Students were able to work on assignments and quizzes with flexibility - and could stop and return later if needed. Data collected in this environment included a variety of student actions - such as checking their answer, asking for a hint, or working through a guided solution - as well as flags to indicate whether the student got a specific answer correct.
1.1.1 Defining “Giving Up”
Using these actions captured in the online environment, we created a metric called “Giving Up” using the following process:

- We started by grouping all student activity into sessions, using the Google Analytics (Google) standard window of 30 minutes of inactivity to split working time into working sessions.

- Within a session, we identified each problem with which the student interacted. These interactions could include checking their answer, asking for a hint, or working through a guided solution. In order to capture those problems where students were working, not just looking (a single interaction), we limited the data set to those problems with multiple interactions.

- Using the problems with which the students interacted from step #2 as the denominator and the number of solved problems as the numerator, we came up with a percentage of problems which were solved. The inverse of solved problems represents those with which students interacted, but which they did not solve before ending their session. That inverse was the session-level “Giving Up” percentage.

In this way, we had a percentage score which could be tracked across time, allowing us to see both fluctuations (where a score would alternate between climbing and falling) and trends (where a score would change in the same direction – climbing or falling – across several sessions).

We reviewed previous semesters of the course using this metric and saw significant differences between successful (A/B/C grades) and failing (D/F/W grades) students in terms of their average change between sessions – whether a subsequent session had a higher, lower, or unchanged “Giving Up” percentage.

We also reviewed the “Giving Up” behavior over time for students who ultimately withdrew from the course. We found that individual sessions with high rates of “Giving Up” were unimportant - and nearly universal. Fluctuations from one session to the next were too noisy to be useful for flagging students in need of support. However, a trend of increased “Giving Up” across three sessions worked as an early indicator – giving support staff weeks of time before students withdrew from the course. Based on these findings, we used this trend as a flag for student outreach.

2 A PEER IN THE LOOP
For the semester, we focused on a single course on a traditional 16-week schedule with a total of 267 students. No other changes were made to either the course content or delivery during the semester.

In previous research covering a range of both ages and disciplines, mentorship by near-peer mentors - fellow students who have slightly more experience or knowledge - has been shown to be a sustainable option for improving student engagement, interest, and academic outcomes (Clarke-Midura et al., 2018; Pluth et al., 2015; Tenenbaum et al., 2014). This research provided our rationale for including a peer guide on the project team, and more importantly having the peer guide conduct the outreach. Our project team included a researcher/data scientist, an assistant dean/coordinator at the college campus, and a peer guide - a student employee at that college campus who met with our
team weekly and handled the student outreach. For both the data scientist and coordinator, this project was part of their regular work, requiring no additional funding. During weekly meetings, the researcher would present/explain data and the instructor would lead the prioritization process and give the “teacher version” of an outreach message for students.

The peer guide participated in the meetings, gave feedback on the metrics, did the message translation (going from a “teacher voice” to a “student voice”), and conducted the actual student outreach. During the week, the peer guide reached out to students via email, text, and phone. While there was some prioritization of methods based on the severity of need, the peer guide was encouraged to adapt the mode, method, and message as preferred. Outreach to students was very open-ended, offering support to help students re-engage and finish the course successfully.

3 REVIEW & RESULTS

At the end of the semester, we reviewed data for outreach, activity, and outcomes. During the semester, 159 distinct students received a total of 331 outreach messages. Even though most students never responded, we did see an impact in both individual student behavior and course success rates related to the outreach. Individual student behavior, measured as a reduction in “Giving Up” (or working on problems but leaving them unsolved) for the session after outreach, was especially meaningful for several student groups as shown in Table 1 below.

<table>
<thead>
<tr>
<th>Table 1: Reduction in “Giving Up” behavior – average percentage change in subsequent session.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
</tr>
<tr>
<td>Group</td>
</tr>
<tr>
<td>First-Generation</td>
</tr>
<tr>
<td>African American</td>
</tr>
<tr>
<td>Pell-Eligible</td>
</tr>
</tbody>
</table>

We also saw a large improvement in the course-wide success rate (% of students receiving an A/B/C grade in the course) as shown in Table 2 below:

<table>
<thead>
<tr>
<th>Table 2: Difference in course success rates.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Category</td>
</tr>
<tr>
<td>Students</td>
</tr>
<tr>
<td>Success Rate</td>
</tr>
<tr>
<td>Change Year-over-Year</td>
</tr>
</tbody>
</table>

The success rate for Fall 2021 – the semester during which we ran this project – put this course slightly above their pre-COVID numbers. These results led to an expansion of the work with additional courses and campuses joining the ongoing project.
4 DISCUSSION

As in previous learning analytics studies we are tracking a behavior (“Giving Up”) rather than performance or outcomes, to identify students who may need help. It is a behavior which was defined as part of ongoing research-practice partnerships, and which has not before been available to faculty, advisors, or other members of the student support team.

Perhaps more importantly, however, is that the outreach based on this behavior is coming from a peer, in a student voice. We have seen results which suggest that peer outreach may have some of the same benefits as those already identified in peer mentoring (Clarke-Midura et al., 2018; Pluth et al., 2015; Tenenbaum et al., 2014). Not only was the peer guide able to translate from a teacher to a student voice, but the outreach was open-ended. One of the things we found during our pilot was that students’ struggle was not necessarily academic but frequently related to their life outside of school, including issues related to employment, illness, or family problems. In these instances especially, arbitrarily sending students to a tutor would not have been helpful because it wasn’t the math causing the problems.

We have since expanded the usage of this metric to additional courses and campuses where we are continuing to see similar improvements in behavior and course outcomes. Ongoing and planned analysis includes understanding the impact of different methods of student contact, comparing behavior across a larger time frame, and identifying the most effective window for peer outreach.
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ABSTRACT (Presentation): In most institutions Learning Analytics (LA) initiatives emerge out of small-scale research projects. We present a practitioner-led large-scale implementation of embedding LA within a MOODLE Virtual Learning Environment (VLE) across all 800 courses. Our presentation shows the Human-Centered approach to both the conceptual design and the developmental stages of the LA solution at The Open University of Israel. We specify how embedded LA can better connect the pedagogical design of online courses to timely interventions throughout the semester. We begin with the pedagogical guidelines for our course design. We then outline the ethical concerns, constraints, and opportunities that were created by an LA committee that included student representatives and university stakeholders. We then present the five developmental stages of our LA solution: (1) visually presenting the pedagogical intent of course developers; (2) instructors’ ability to seamlessly create course-level interventions from within the learning analytics layer; (3) instructors’ ability to identify students at risk and approach them with personalized support; (4) generating automatic interventions for faculty and students based on pre-defined criteria; (5) future efforts to use machine learning for identifying and promoting effective interventions. We conclude with adoption, challenges, limitations, and future directions.
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1 THE PEDAGOGICAL DESIGN OF DIGITAL COURSES

The foundational triadic connection between a Virtual Learning Environment (VLE), the pedagogical design of courses, and learning analytics is the focus of this presentation. Learning Management Systems (LMS) or Virtual Learning Environments (VLEs) are platforms that allow institutions to present the learning materials of digital courses and capture students’ learning activities. The core development of VLEs is usually external whereas instructors can make some adjustments and configurations according to their pedagogical preferences. Lockyer, Heathcote, and Dawson (2013, p. 1,439) define learning design as a “form of documentation of pedagogical intent that can provide the context for making sense of diverse sets of analytic data.” They specify that the course design usually includes resources, tasks, and support mechanisms to assist in the evaluation and completion of the learning tasks. Learning Analytics can be defined as the “measurement, collection, analysis, and reporting of data about learners and their contexts, for purposes of understanding and optimizing learning and the environments in which it occurs” (Siemens & Gašević, 2012, p. 1). The strategic nature of the LA initiative led to the adoption of an organizational approach to this triadic challenge.
Linking pedagogical intentions to the measurement of expected learning outcomes was at the core of our organizational LA initiative. We began with internal development of a new MOODLE course format that captures and presents a digital version of all the learning materials. Sequencing the courseware into bite-size content chunks allowed for a modern presentation that mimics MOOC (Massive Open Online Courses) course design. A formative assessment layer was added to ensure that tracking was directed toward completion and actual understanding of content rather than technical student engagements. Instructors could now define completion criteria for every sub-topic and provide automatic feedback on students’ learning progress.

2 FROM ETHICAL DILEMMAS TO EMBEDDED LA

The dangers of taking a reductive view of learning analytics are well documented in current research (Shum, 2019). To avoid the known concerns (Macfadyen et al., 2014), while focusing strategically on fulfilling the goal of the LA initiative, a LA committee was assigned by the university's rector. Its members included various stakeholders, both academic and administrative, as well as student representatives. The first task was to choose the relevant data for analysis. There are two types of student data: static data which is not expected to significantly change over time, and dynamic data which reflects current learning. Static data includes admission records such as high school grades, financial support, and basic demographic data such as age, gender, and address. Whereas static data is mostly associated with admission data, VLE is mainly used to store dynamic learning data that reflects traces of actual learning. We acknowledged the ethical concerns raised by Scholes (2016) about using static data to flag students as “high risk” regardless of their actual progress, even before they began their studies. Therefore, we limited the LA initiative to dynamic data (Winer & Geri, 2019).

Ransbotham et al. (2015) outline three types of analytics: Descriptive, Predictive, and Prescriptive. We defined descriptive LA as visual manifestation of the pedagogical intent that is captured in the VLE. The predictive perspective of LA can provide a future estimation of quantifiable goals based on current measurements. Finally, we used prescriptive LA as support measures or as a pedagogical call-to-action to proactively address deviations from the course design. Concerning predictive analytics, Pasquale (2015) warns about the rise of a black-box society. He shows that algorithms are indeed able to predict individuals’ behavioral patterns, however, they remain unintelligible. In the context of higher education, this might impair the ability to identify the exact source of risk. Moreover, for instructors, predictive analytics poses two additional sources of resistance to assimilating AI technologies into current teaching practices: Ethical concerns (Winer & Geri, 2019) and a general humanistic concern that focuses on the human-machine imbalance (Dimitriadis et al., 2021; Shneiderman, 2020). Therefore, we limited our initial offering to descriptive and prescriptive LA.

Macfadyen et al. (2014) emphasized the need for policy and strategy as a means for embracing the complexity of educational systems that plan to adopt LA. However, along with organizational commitment to change, we also noticed the usability and user experience drawbacks of current external dashboards. Herodotou et al. (2019) indicate that lecturers find it hard to filter relevant information from their analytics tools and access relevant data about each student. Moreover, despite the perceived usefulness of LA visualizations, lecturers have difficulties in connecting LA information to concrete interventions. Therefore, we embed LA practices into the current VLE processes. Specifically, we created LA functionality as an integral part of the existing teaching practices, rather than an external isolated system. We called this approach "Embedded LA".
The LA committee serves as a change facilitator and as a hub for resolving technical political and pedagogical dilemmas. For instance, when we debated about in-house sourcing versus adopting an external analytics tool, we chose to distinguish between Tableau as a long-term research tool for senior management and administrative purposes and MOODLE LA as a small-scale tool for instructors' pedagogical interventions. The LA committee generated broader circles of commitment and participation. We formed a team of early adopters to pilot new LA functionalities and experiment with course designs. Multiple professional development seminars were crafted to train and assimilate the new LA practices and policies.

3 THE FIVE DEVELOPMENTAL STAGES OF THE LA SOLUTION

The first stage of the LA model was named "visual reflections". Its main purpose was to facilitate a visual comparison between pedagogical intentions of the course design and actual performance of students. We used human-centered design practices to explore the user experience of students. The challenges of data literacy were quickly singled out as the key barrier to large-scale adoption. Instructors wanted to teach rather than be taught how to become data scientists. Therefore, to make the LA as seamless as possible, we made an effort to make the extra layer of data almost imperceptible and fully embedded into familiar teaching practices. Consequently, the new visual modes of data presentation, were instantly regarded as familiar and understandable.

The second stage, "course level support", focused on instructor ability to quickly identify engagement difficulties with asynchronous courseware and apply appropriate course-wide interventions. Instructors use these features to improve their formative assessments and offer content-driven support on difficult issues. Instructors raised concerns about LA turning into a "big brother". Hence, we limited the LA design to an aggregated view of students’ progress and difficulties. Additionally, only dynamic data was presented to avoid instructor’s ability to filter student demographics. We then agreed on a limited set of student dynamic data that would be transferred into the organizational Business Intelligence (BI) platform for management analysis and decision-making. Finally, we assured the teaching staff that their LA activities would not be monitored by senior management.

In the third stage, "Instructor’s Personalized Support", we identified four dimensions that could serve as early indications of students at risk: student engagement with the VLE, content progress, assignment submissions, and participation in tutoring sessions. For each dimension, we designed dashboards, and timely tailored interventions to address these issues as soon as possible. The fourth stage, "Automated Personalized Support", is used to replace instructors' interventions with automatic support. Given the superior effect of the instructor's interventions, we limited automatic support to address technical issues, such as assignment submission reminders. To avoid any confusion, we clearly stated that in these cases, a bot was now approaching students rather than their instructor. We are currently evaluating the effectiveness of automatic alerts for instructors. The fifth stage, "Explainable Machine Learning support", is still facing strong resistance given the current difficulties to overcome the inherent bias of these technologies and the fear of machine-based categorizations of our students.

4 ADOPTION, CHALLENGES, LIMITATIONS, AND FUTURE PLANS

The development and adoption of LA is still raising periodic tides of concern and resistance. However, the new course format in the familiar VLE along with a modern pedagogical approach to digital course
design and embedded LA were accepted as an unbreakable whole that is backed by the university leadership. The triadic connection of VLE, pedagogical design, and LA was gradually rolled out to all the instructors in a centralized manner. Early adopters provided initial feedback and supported the agile development methodology. Once the functionalities of the new course format were set in motion the piloting instructors changed their face-to-face teaching practices into hybrid formats allowing for a better balance between synchronous and asynchronous teaching. Currently, about 25% of our 800 courses have been changed to the new course format. These courses belong to diverse disciplines: Computer science and mathematics, humanities, natural and life sciences, and social sciences. The substantial increase in student course engagement and satisfaction is a promising indication for our long-term mission to migrate all courses to this new format. The LA capabilities are present in all the university courses. However, only courses that migrated to the new course design can benefit from the alignment between their pedagogical intent to the course's LA. Finally, we are one stage before explainable machine-learning LA. These technologies are only applicable to very large courses and cannot be used for most courses. Moreover, machine-learning LA reflect the known dilemmas of the digital revolution in higher education. These changes are set to radically modify the current human-machine balance in the coming years. Therefore, until a strong use case is available, we cautiously present the fifth stage as an organizational call for further exploration.
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ABSTRACT: Artemis is an interactive learning system that organizes courses, hosts lecture content and interactive exercises, conducts exams, and creates automatic assessments with individual feedback. Research shows that students have unique capabilities, previous experiences, and expectations. However, the course content on current learning systems, including Artemis, is not tailored to a student’s competencies. The main goal of this paper is to describe how to make Artemis capable of competency-based education and provide individual course content based on the unique characteristics of every student. We show how instructors can define relations between competencies to create a competency relation graph, how Artemis measures and visualizes the student’s progress toward mastering a competency, and how the progress can generate a personalized learning path for students that recommends relevant learning resources. Finally, we present the results of a user study regarding the usability of the newly designed competency visualization and give an outlook on possible improvements and future visions.
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1 INTRODUCTION

A successful and individual learning experience requires that students receive formative feedback and insights into their learning progress in a course (Scheffel et al., 2014). Students should be able to adapt the course content based on their competencies and needs. Instructors want to know whether their students gained specific competencies while attending their course. However, such functionality is unavailable or works poorly in existing learning management systems.

Artemis allows instructors to create a scalable and productive student-instructor setting, even for extensive or remote-only courses. The platform aspires to reduce the overall workload for instructors with large audiences without compromising the benefits of an interactive learning environment (Krusche et al., 2017; Krusche & Seitz, 2018). It focuses on active student participation using automated or manual software-assisted grading and iterative feedback. In addition, Artemis supports lecture units, such as video, text, file, online, and exercise units. More than 10,000 students from several universities across Germany and Austria actively use Artemis (Krusche, 2021).

2 APPROACH

Instructors should be able to teach their courses using a fundamentally different approach. With competency-based education, they can outline the desired student abilities at the end of the course and then provide content to help students reach these learning objectives (Curry & Docherty, 2017). A learning system must track students’ progress and allow instructors to define relations between competencies.
different competencies. Instructors can create a graph network of learning objectives by marking a competency as a prerequisite or adding more detailed sub-topics to a competency. These dependencies between competencies allow students to find a suitable and personalized learning path throughout the defined competencies to progress in the course individually. In addition, the learning system needs to visualize the progress toward mastering a competency for the students and the course instructors.

2.1 Competency Relations

To allow instructors to define relations between different competencies, we designed and implemented the user interface shown in Figure 1. Instructors can create directed relations between exactly two competencies of the same course by specifying the relation’s head and tail competency as well as the relation’s type. A relation can have one of the following types: assumes, because a competency can require that another competency is mastered first, extends, because a competency can add new aspects to another competency, relates, because a competency can be connected to another competency, and matches, because a competency can be identical to another competency. A relation cannot be reflexive and no more than one relation of each type can exist between two competencies. To get a better overview of all the existing relations between a course’s competencies, Artemis generates a competency relation graph. This graph updates when an instructor adds or removes a relation.

2.2 Learning Analytics

To measure the student’s progress in a course, Artemis tracks the active participation in exercise units and uses a checkbox for visualizing the completion status of a lecture unit. Besides the visual indication, the checkbox functions as a button for the user to manually toggle the completion status at the same time. Artemis also marks lecture units as completed automatically depending on their type when the following conditions are met: Once the user clicks the button to download an attachment file, the corresponding file unit is considered complete. Text units are completed as soon as the student clicks on the unit to open the collapsed text. Students automatically complete an online unit when they click on the link forwarding them to the external website. Video units are marked as completed five minutes after clicking on the unit to reveal the embedded video. In addition to the completion status, Artemis also provides different exercise statistics for students to track their
performance and compare themselves to the course average and for instructors to get insights into their course’s performance.

2.3 Different Metrics for Competencies

Artemis calculates different metrics and displays them to the students allowing them to get a quick overview of their learning progress regarding a competency. They can track their mastery advancement for each competency by viewing the progress value, calculated from the number of completed learning resources linked to the competency, and the confidence value, composed of the average score for all exercises linked to the competency. A competency is considered mastered if the progress is at 100% and the confidence value is equal to or higher than the defined mastery threshold of the competency. Inspired by the Apple Watch’s fitness rings, Artemis shows the user three individual progress bars in a circle depicted in Figure 2.

Figure 2: Visualization of competencies and a student’s progress in Artemis

The innermost blue ring visualizes the overall progress $P$, which is the percentage of completed lecture units and participated exercises linked to the competency. The second, green progress bar shows the confidence level $C$ of the competency in proportion to the threshold value $T$ (mathematically $C \times \frac{1}{T}$).

As an example, if the student’s latest confidence level equals 60% and the mastery threshold is set to 80%, the ring would be 75% full. The outermost red ring represents the advancement toward mastery as a weighted function (with $w = \frac{2}{3}$) of progress and confidence defined as $(1 - w) \times P + w \times C \times \frac{1}{T}$.

If a student has mastered the competency without completing all linked learning resources, we override the progress of the mastery ring to 100% nevertheless. Competencies can be categorized according to Bloom’s revised taxonomy (Krathwohl, 2002). In the visualization we use different icons that support a quick identification of a competency according to the taxonomy. Instructors can link competencies to learning resources as prerequisites or as learning goals. In combination with the competency relation graph and the student’s competency mastery, Artemis uses these links to recommend suitable learning resources and generate a personalized learning path for students.

3 EVALUATION

To evaluate the newly designed visualization of competencies and a student’s progress in Artemis, we conducted the short version of the User Experience Questionnaire (UEQ-S) with 7 participants (Schrepp et al., 2017). All of them are students randomly invited from a TUM university course and are familiar with Artemis. During the UEQ-S the participants rate pairs of terms with opposite meanings on a 7-point Likert scale and their answers are scaled from -3 to +3.
The results of the UEQ-S attest the proposed visualization a good usability overall with a mean of 1.37. In particular, the results show an excellent hedonic quality with a mean value of 2.06 indicating that the user interface is appealing and not boring. The pragmatic quality, which relates to the practicality and functionality of a user interface, is slightly lower with a mean value of 0.714 and shows potential for additional improvements. One possible improvement could be to add a legend explaining the meaning of the rings as well as the icons. During the evaluation, most of the participants mentioned that this improvement would have made the visualization clearer and easier to understand. Therefore, we plan to add an informative legend to the visualization before we release it to the public.

4 CONCLUSION

We presented an approach to integrating competency-based education into learning management systems, specifically for Artemis, including a new and innovative visualization of a student’s progress toward mastery of a competency. To evaluate this new visualization, we conducted a UEQ-S that showed promising results for the user experience.

Future work includes improving the calculation of metrics for competencies. For example, mastery of competencies might slowly decline after the final exam. Artemis could account for this fact and model knowledge decay within the adaptive learning system (Bergeron, 2014). Another potential area of improvement is the visualization of learning paths for students and instructors. Artemis uses a graphics-based interface to show an instructor the relationships between all competencies in the proposed system. However, it is difficult for the user to derive all possible learning paths from this representation. Artemis does not yet represent the learning paths chosen by students in the course. Visualizing how certain groups are progressing in the competencies would be a fascinating insight for the instructor in the context of learning analytics.
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OLI Torus: a next-generation, open platform for adaptive courseware development, delivery, and research
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ABSTRACT: Torus is the next-generation of the Open Learning Initiative (OLI) platform, providing an open, community-based system for designing, delivering, improving, and researching adaptive courseware. The project has attracted a diverse array of active partners, users, and contributors, notably ASU’s Center for Education Through Exploration (ETX). Current capabilities support and interweave OLI and ETX approaches, with expanded features in development. This report discusses the Torus platform and community.
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1 INTRODUCTION

For two decades, Carnegie Mellon University’s OLI has been a leader in science-informed adaptive courseware, developing learning environments designed to improve outcomes while providing a testbed for learning research. Multiple, rigorous studies demonstrate the potential of OLI courseware to improve student outcomes while enacting research (e.g. Kaufman et al., 2013; Bie et al., 2019; What Works Clearinghouse, 2020). The OLI platform has been a key element in this success. This tool for creating and delivering online instruction embeds core learning science principles into the system’s design. The platform ensures an instrumented experience, capturing rich learner interaction data in conjunction with semantic context to support feedback for learners, educators, authors, and researchers (Moore et al., 2020a). The richness of this data stream is foundational for OLI’s pioneering work in learning analytics, best seen in the Learning Dashboard (Lovett, 2012; Bier et al., 2014).¹ This instructional intelligence system provides educators with per-learning-objective measurements of learning as well as more detailed information, including sub-skill summaries, individual student learning estimates, and guidance on student struggles.

The platform has seen expansive use, with enrollments from more than 5 million independent learners and over 750,000 enrollments from hundreds of academic institutions. 6,180 educators have instructor accounts; authoring and improvement tools host 900 users, who include faculty, learning engineers, authors, and instructional designers, developing more than 300 courses. The platform also supports a large research community via seamless integration with DataShop (Koedinger et al., 2013) and LearnSphere (Liu et al., 2017); 700 researchers access OLI datasets for primary and secondary analysis. With this use has come many lessons learned about the system’s limitations, particularly architectural assumptions; alternate R&D models; community; outreach, and licensing. As the legacy

¹ Lead by Marsha Lovett, the Learning Dashboard was funded by the Spencer Foundation and developed at CMU by Judy Brooks, Bill Jerome, John Rinderle, Ross Strader, and Candace Thille. See oli.cmu.edu/educators/the-learning-dashboard/
technology has grown more dated and new technologies have emerged, the legacy platform’s limitations have become even more glaring.

To meet these challenges, OLI has launched Torus as its next-generation platform, built on OLI’s successes and integrated with CMU’s larger learning engineering ecosystem. Launched in 2020, and developed under an open, business-friendly MIT license, the effort aspires to attract a broad coalition of post-secondary and industry participation, maintaining essential elements of OLI’s success while expanding options for delivering and researching learning. Key Torus goals include:

- Addressing lessons learned from the legacy platform, across multiple dimensions, including cost, effectiveness, ease-of-development, and community engagement.
- Delivering on OLI’s commitment to grow as a “community-based research activity,” broadening participation in learning engineering (Thille & Smith, 2011).
- Promoting active exploration of new approaches to pedagogy, learning, and analytics.
- Supporting the next two decades of OLI success.

This report to LAK reflects on Torus progress, previews plans and describes ways to engage.

2 **OLI TORUS**

Torus is the latest iteration of the OLI platform, updating and expanding capabilities for developing, delivering, and improving adaptive courseware while providing a workbench for learning science research. Launched in 2020, the effort is informed by a number of goals. Foundational to the project is OLI’s need to replace its legacy system; while the platform has effectively served OLI since its first use in 2006, it has become increasingly restrictive. Torus development was launched as an open effort, reflecting OLI’s open philosophy and also as an attempt to build trust among users who had suffered from prior vendor lock-in and to invite broader participation. Torus has also been architected to be pedagogically agnostic. OLI’s scientific agenda demands humility and an acknowledgment of how much is still unknown about human learning, creating clear requirements for Torus to support alternate approaches, particularly as they can be implemented for fresh investigations. Finally, the new platform is informed by a number of technical requirements, balancing lessons learned with the need to build a robust, cloud-native codebase that can be effectively developed and maintained by a relatively small development team. The Torus technical stack was carefully selected with these requirements in mind. These initial requirements have already drawn exceptional interest from industry and academy collaborators; Torus has quickly grown into an open-source, community-based project with the promise of an even larger community.

Early, enthusiastic participation from Arizona State University’s Education Through Exploration Center (ETX)\(^2\) has accelerated progress towards a broader, open-source community with a shared commitment to science-based courseware. ETX is a leading developer of highly immersive, adaptive courseware, with millions of dollars invested to develop materials on the Smart Sparrow platform, and commitments for additional development from a variety of grants (e.g., Horodyskyj et al., 2018; Mead et al., 2019). Pearson’s 2020 acquisition of Smart Sparrow left ETX’s prior work and future commitments at risk. The Inspark Teaching Network,\(^3\) closely aligned with ETX, faced the same challenges. To address this risk, ETX became a key partner in the Torus community, recapitulating

---

\(^2\) [https://etx.asu.edu](https://etx.asu.edu)

\(^3\) [https://inspark.education](https://inspark.education)
Smart Sparrow capabilities and migrating existing content to the new platform. At the close of 2022, ETX is central to the now-shared Torus effort, with all its content (and Inspark's) being delivered on an open Torus platform that provides feature parity with the now-defunct Smart Sparrow platform. Additional users and contributors include the State University of New York (SUNY) system, KTH Royal Technical Institute of Stockholm, Unicon, and WyeWorks. This growing community boasts an array of post-secondary and industry participants that have jointly invested $8.3 million in the platform.

In its current form, the Torus project demonstrates the viability of both the platform and the larger community-based approach. Over the past year, Torus has received open code contributions from more than 8 universities and companies; during that time, the platform has served 35,000 enrollments via 380 educators on 90 campuses. The platform has also seen expansive use in supporting independent enrollments and experiments. New and migrated content is being used by OLI for thousands of students, in courseware representing many domains. ETX is now developing new courseware on the platform. In the coming year, this use is projected to grow dramatically, with an estimated 110,000 enrollments as development and migration continue. The platform instantiates a three-tier client server architecture, combining a Postgres backend, an Elixir/Phoenix application layer, and an HTML/React/LiveView presentation tier. This technology stack was chosen to accelerate development, scale, leverage cloud-native capabilities, aggressively address accessibility, and drive engagement with a broader open-source community. Torus is built for scale in multiple dimensions and architected to support two-orders-of-magnitude growth from our legacy system. Our priorities in developing Torus have emphasized elements that will expand our user base by targeting historically limiting factors in adoption and contribution. Torus is under active development, with a focus on finalizing migration from the legacy system and a longer-term roadmap with a host of new features and affordances. Torus supports a growing array of analytics, supporting course designers, authors, and students. The authoring environment has already recreated key improvement views from the legacy system, allowing designers to more easily identify areas to be refined (Bier & Jerome, 2012). The system also provides direct connections to DataShop and LearnSphere, expanding analytic capabilities. New features include an audit framework to support detailed pre-release analysis of courseware; existing pedagogical, accessibility, and content audits are already in place and being actively refined, and new equity audit approaches are in development. The platform also addresses the legacy platform’s analytics implementation, which offered a rigid approach that made expansion of and research into learning analytics a challenge (Bier, et al., 2014). Torus is designed to support a modular approach, separating prediction engine, domain and learner models, and visualization components to support a broader set of approaches and investigations.

3 Looking Ahead and Getting Involved

The Torus codebase, issue tracking, documentation, etc. are available on GitHub⁴. OLI’s production Torus instance is available to interested developers, educators, and researchers are encouraged to explore the codebase and system⁵. A host of current projects ensure that the platform is rapidly developing and evolving. Support from Schmidt Futures and NSF are driving more instrumentation, A/B testing, and adaptive capabilities planned for 2023.⁶ Investments from the Bill and Melinda Gates

⁴ See https://github.com/Simon-Initiative/oli-torus
⁵ can be accessed at http://proton.oli.cmu.edu
Foundation are also supporting new platform innovations, emphasizing equity-advancing features. Support from NSF is also allowing research on learner sourcing content (Moore et al., 2021b) and integrating large language models (LLMs) like GPT3 (Moore et al., 2022). Monthly community meetings are held to announce new efforts, refine the Torus roadmap, and explore community needs. Interested educators, researchers, and developers are encouraged to participate. This testbed for deploying and investigating learning analytics will be of ongoing interest to the LAK community.
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8 See https://oli.cmu.edu/oli-communities/torus-community/ for schedule and additional information.
Using chatbots as a learning partner to promote student self-awareness and autonomy in an aspirational careers program.
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ABSTRACT: This presentation discusses the use of a chatbot as a learning activity embedded in an aspirational careers program. While the use of chatbots in higher education and tutoring contexts is commonplace, the use of a chatbot as an active partner in learning to encourage student skill development and self-awareness is novel. We will describe the implementation of a chatbot—Monty—aimed at students who are 10 to 14 years-old. The resulting learning analytics reveal patterns around students’ abilities to communicate and develop empathy when limited exclusively to verbal communication strategies when solving a social problem by engaging with Monty. Implications for other uses of these types of tools are discussed.

Keywords: Actionable Learning Analytics, Self-Determination Theory, Careers Education, Educational Chatbots, Artificial Intelligence in Education.

1 INTRODUCTION

Careers education in some form is common to many education systems around the world. However, studies have shown that the evidence of the effectiveness and impact of these programs is fragmented and often weak (Hughes et al., 2016). Furthermore, while researchers have advocated for starting careers education with primary-age students for many years (e.g., Watson & McMahon, 2005), Hughes et al. (2016) identified that around 98% of studies assessing the impact of careers education programs focused explicitly on high-school age students (between the ages of 12 and 19). Almost all of the types of intervention identified by Hughes et al. (2016) also focused on student experiences in specific career areas in the form of mentoring, careers provision, or work-related learning or similar. Although the oft quoted pseudo statistic that “N% of jobs that will exist in 20XX haven’t been invented yet” (e.g., Krueger, 2021; Tencer, 2017; White, 2017) is patently an exaggeration, there is clearly some wisdom in focusing on the development of transferable skills during careers education programs.

The Australian Blueprint for Careers Development (ABCD) identifies that careers education involves “the knowledge, skills, and attitudes that an individual needs to make sound choices and effectively manage their own career [emphasis added]” (National Careers Institute, 2022, p. 5). This concept of developing autonomy or taking control may be understood through the lens of Self-Determination Theory (Deci & Ryan, 2012). Increased autonomy and self-awareness of competence is posited to lead to improved intrinsic career motivation, enhanced workplace outcomes and career satisfaction. Inspection of ABCD Table 2 (National Careers Institute, 2022, pp. 12-14) reveals that effective dialogical communication skills underpin many of the ABCD career management competencies. Hence, any impactful careers education program has a need to progress students’ skills in this area.
2 CAREERS COMPASS

Careers Compass (CC) is an Aspirational careers program developed by the University of South Australia that is targeted at students in Years 6, 8 and 10 (10 to 16 years old). The CC10 program centers around 30-minute duration, 1-on-1 conversations with specially trained mentors regarding personal career trajectories and intentions. However, this is not readily scalable to other year groups in a school environment, nor would it likely be effective given the age of the participants and their “distance” from the decision point (cf. Hughes et al., 2016). Rather, CC6 and CC8 are one day programs designed around a series of problem-based activities that are undertaken by students, sometimes in groups and at other times individually. These engaging activities assist students in developing transferable skills, such as effective collaboration, awareness of decision making, and successful communication. In order to complete the immersion experience and reduce the school-like feel of the program, the separate activities are linked by a single common thematic problem (Figure 1).

2.1 Using a Chatbot as a Learning Partner

Chatbots are computer programs that combine Natural Language Processing (NLP) with a degree of artificial intelligence or machine learning to create the appearance of communication. Since the development of ELIZA (Weizenbaum, 1966), chatbot development has generally striven for increased humanlike interactions and enhanced flexibility with regards to dialogue structure and content. This has led to the widespread implementation of chatbots in society and in educational contexts (Pérez et al., 2020). However, within the school context, the implementation of these chatbots has tended to be confined to roles as educational agents—and thus reducing the workload of human educators—or as 24/7 tutors supporting the roles of teaching assistants.

For one of the CC program activities, students are required to attempt to communicate with the blizzard creature, known as Monty. One of the human characters has engineered a translation device to communicate with Monty via text. However, as an Artic-dwelling, non-human—and very hungry—interlocutor, Monty has limited understanding of human language and can quickly get grumpy and threaten to eat the players. The students’ aim is to communicate clearly and efficiently with Monty to keep him calm and to find out what he wants. A secondary aim is to discover more about Monty.

Figure 1: The problem statement and creature underpinning Careers Compass 6 and 8

Figure 2: Screenshot of Monty’s Interface

Creative Commons License, Attribution - NonCommercial-NoDerivs 3.0 Unported (CC BY-NC-ND 3.0)
Monty has been developed as a hybrid scripted NLP chatbot using a combination of HTML and JavaScript for the user interface and PHP, Python and MariaDB for the backend. Students interact with Monty through a text-based interface (Figure 2) accessible through a web browser. The data used to create the initial scripts was sourced from roleplayed conversations. When a user’s input does not reach a threshold similarity, the input is saved in an “unknown inputs log” and is used to refine the conversation scripts. The NLP semantic similarity process is implemented using sentence-transformers with a distilled RoBERTa model (Reimers et al., 2022). This model is limited to 128 words per sentence and transforms text to a 768-dimensional dense vector. A lightweight model such as this is ideal for this use case as it is fast and scalable even when running only on CPU. The data flow and logic model is shown in Appendix A Online.

3 UNDERSTANDING STUDENT CONVERSATIONS

Monty is currently under active development and the system has supported 110 student conversations to date. Conversations with Monty are logged by the tool and used to create graphs of conversations (Appendix B Online shows Student A’s conversation with Monty). These graphs can be analyzed to generate a number of metrics that can describe a student’s level of communication skill development in the context of the task. These metrics are designed to yield values in the range 0 to 1 with values closer to 1 theorized to indicate more well-developed skills.

- **Task Focus**: The number of dialogue categories found in the conversation log before the victory condition is met indicates the level of task orientation for the student. A focused conversation is less likely to wander between dialogue categories.
  \[ TF = \frac{1}{1 + n_{\text{categories}}} \]
  Student A demonstrates a \( TF = 0.083 \).

- **Communication Predictability**: This is the fraction of inputs that generated known answers by the system. A more predictable conversation indicates that the participant is able to elicit meaningful responses from their partner more often.
  \[ CP = \frac{n_{\text{known}}}{n_{\text{known}} + n_{\text{unknown}}} \]
  Student A demonstrates a \( CP = 0.429 \).

- **Communication Clarity**: This is the mean of the cosine similarities returned by the semantic similarity process. Student A demonstrates a \( CC = 0.864 \).

4 IMPLICATIONS FOR PRACTICE AND RESEARCH

While the system described in this presentation uses a fundamentally simple approach, it is easy to see how a tool such as Monty can yield rich data that can inform learning. As part of the CC program, the communication metrics are fed into other parts of the reporting system and assist students in managing their own skills development in line with the principle of autonomy in self-determination theory. Once a significant number of conversations have been logged, it is intended to report students’ skill development in comparison to all users and to age peers, alongside tailored feedback that students can act on to develop these skills further. This approach to providing actionable learning analytics directly to students will allow them to form an objective understanding of competence in this skill area and will empower students with agency to manage their own future learning.
Furthermore, student feedback about this activity has been very positive. Students find this approach to learning both fun and engaging as evidenced by these comments:

“My favorite part of today was talking to the monster. It was so dumb but funny because he said he would eat kids” (Year 6 Student)

Students also demonstrated empathy in their feedback:

"I said CALM DOWN and he didn’t calm down. But then when my sister tells me to calm down, I get really angry so I stopped." (Year 6 Student)

It is clear from this research activity that gamified chatbots such as Monty, that operate as a learning partner rather than an expert tutor, have significant potential for use in the school classroom. The addition of multiple scenarios and win conditions, a teacher facing dashboard, and longitudinal tracking have applications for whole-school literacy development as well as general skills development. As the research in this area continues, we expect that the addition of other metrics to the system and the refinement of student feedback systems will enhance this system even further.
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Abstract: Despite the potential of learning analytics dashboards (LADs) to support learners’ needs for autonomy, little research has been conducted on designing LADs to support student autonomy. In this paper, we reported the process of designing a student-facing LAD that offers students’ autonomy support by providing necessary information for students to set their own goals and choose learning activities that are aligned with their goals. A leaderboard was also integrated into the LAD to promote student motivation. Reeves’s (2006) design-based research model was adopted to develop the LAD. The final version of the LAD was presented, and the significance of the work was discussed.
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1 INTRODUCTION

A learning analytics dashboard (LAD) or learning dashboard is “a single display that aggregate different indicators about learner(s), learning process(es) and/or learning context(s) into one or multiple visualization” (Schwendimann et al., 2017, p. 37). Research on student-facing LADs is particularly promising due to its potential to support students’ autonomy and help learners become more self-regulated (Bodily & Verbert, 2017; Yoo, Lee, Jo, & Park, 2015). However, researchers suggested that there is a lack of actionability in current student-facing LAD design (Verbert et al., 2020). To address this concern, this study focuses on designing a LAD that prompts student to autonomously set their goals and choose appropriate learning activities.

2 LITERATURE REVIEW

2.1 Research on STEM Fluency

This study was conducted within an established online training program for STEM learning called STEM Fluency. This online program, built upon research-validated principles and methods including computer-based training with feedback, mastery-based training, distributed and interleaved practice, and multiple representations (Mikula & Heckler, 2017), is to improve undergraduate student mastery of essential STEM skills (i.e., basic procedural skills) via explicit practice. Research on STEM Fluency training has showed some positive results in enhancing both the accuracy and fluency of student essential skills (Heckler & Mikula, 2016; Mikula & Heckler, 2013; Mikula & Heckler, 2017). However, when students were given the freedom to choose what skills to practice in STEM Fluency after they completed the assigned tasks, most students chose to practice the skills that they were good at instead of those they needed to improve. To address this problem, this paper reports the attempt to design
and develop a student-facing LAD that provides students process-oriented feedback and prompts that help students make choices that are more beneficial to their learning.

2.2 LADs and Student Autonomy

Research on LADs is still at its early stage (Schwendimann et al., 2017), and little research has been conducted on LADs and student autonomy support. Although LADs were designed to help learners better monitor their learning activities, limited attention was given to support student autonomous decision-making during the learning phases such as planning and control (Valle, Antonenko, Dawson, & Huggins · Manley, 2021). Our research directly addresses the research gap by designing a student-facing LAD that offers students’ autonomy support and guides students to make well-informed learning choices on their own.

2.3 Research on Leaderboards

One concern about the implementation of student-facing LADs is the low usage of LADs from students (Bodily, Ikahihifo, Mackley, & Graham, 2018). To address this potential issue, we decided to incorporate a leaderboard, a popular gamification feature, into the LAD design. Research on the integration of gamification features into LADs has been limited. According to Sahin and Ifenthaler (2021), only 8 out of 76 studies on LAD include gamification features. In our study, a leaderboard was chosen because research on educational use of leaderboards has shown that, in general, leaderboards have a positive impact on participants’ learning and motivation (Kalogiannakis, Papadakis, & Zourmpakis, 2021). It is expected that integrating a leaderboard into LADs may provide additional motivation needed for learners to use the information on LADs to improve their performance.

3 METHOD

The design and development of LAD follows the guidelines of design-based research (DBR) (Wang & Hannafin, 2005). We employed Reeves’s (2006) DBR model which comprises four phases: analysis, solution, testing and refinement, and reflection. These phases overlap and proceed in a cyclic manner, with activity in previous phases often influencing activity in later phases. After several rounds of reiteration, we arrived at the version presented in Figure 1.

4 SIGNIFICANCE OF THE STUDY

This project is significant because it is one of the first few attempts to explore ways to design LADs to support learners’ autonomy. The significance of the study also lies in the following aspects. First, the design of the LAD addresses the lack of actionability in current LADs design (Verbert et al., 2020) by incorporating actionable items into the LAD. Second, a gamification element, leaderboard, is integrated into the design of the LAD to create a strong support for learners’ motivation. Finally, based
on studies of the LAD, additional research will be conducted to examine learners’ metacognitive strategies and decision-making, which are not well studied in LADs research (Sahin & Ifenthaler, 2021).
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The Middle-Man Between Models and Mentors: Using SHAP Values to Explain Dropout Prediction Models in Higher Education
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ABSTRACT: One of the challenges of prediction or classification models in education is that the best performing models usually come in a "black box", meaning that it is almost impossible for non-data scientists (and sometimes even experienced researchers) to understand the rationale behind a model prediction. In this poster we show how SHAP (SHapley Additive exPlanations) values can be used for model explainability as a baseline, and how this same tool might be used for further variable analysis and possibly even bias detection by obtaining SHAP values and figures for two dropout prediction models trained with student data from two different educational models implemented in the same University.
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1 INTRODUCTION

This poster aims to demonstrate the usefulness of SHAP (SHapley Additive exPlanations) (Lundberg et al, 2018) as a tool for stakeholders which can help better understand a machine learning model and as a way to visualize possible bias in education. Our case study is based around the identification of students at risk of dropping out using a machine learning approach, with the variables used being general demographic information, extracurricular activities, and previous school level grades and information. We show these results for two distinct educational models from Tecnológico de Monterrey. The educational models are notoriously distinct from one another, something we will take advantage of to demonstrate SHAP as a general explainability tool.

2 MATERIALS AND METHODS

2.1 SHAP and Shapley values

SHAP is an explainability tool based on a game theory approach to fair distribution called Shapley values, where several players (model features) interact together to obtain a payout (prediction). The Shapley values refer to the marginal contribution of each player to the difference between the expected value (average) and the real value.

SHAP has the following properties that allow them to serve as reliable explanations to a particular model: Local accuracy: the explainer approaches the true model for a specific input as other values are removed; Missingness: a missing value or 0 has no effect on model impact; Consistency: if a model changes to a point where an input's contribution increases or stays the same, that input's explainer value should not decrease. (Lundberg et al, 2018)
It is important to note that SHAP can be applied both to linear and non-linear models. While the “Additive” part of the name might point towards linearity, this refers only to the process to arrive at individual predictions, and not to a necessity of a linear model.

2.2 Dataset

The dataset used in this paper was obtained from Tecnológico de Monterrey (Alvarado-UrIBE, 2022). It features anonymized information of undergraduate students who have enrolled and attended at least one semester from 2014 to 2020. The data presented in this paper is available upon request in the Institute for the Future of Education’s Educational Innovation collection of the Tecnológico de Monterrey’s Data Hub at https://doi.org/10.57687/FK2/PWJRSJ (Alvarado-UrIBE, 2022). The dataset contains data from Tec20 (“Classic” educational model) and Tec21 (Competence based educational model). The models differ greatly in their structure and processes, which inspired their comparison.

3 RESULTS

Ranking variable importance can be helpful as a first step, but it is with Swarm plots that SHAP values start to show their worth. Figure 1 shows both educational models side by side. These plots show a vertical ranking (y-axis) and a mapping of how each variable and its specific value impact the model output. An individual point’s color indicates a high (red), low (blue), or purple-ish (intermediate) value on the variable its showing, while its position (x-axis) shows how that value impacted model output. Each point constitutes a single student’s score in each feature.
Figure 1: Side by side comparison of Swarm plots for Tec20 (left) and Tec21 (right) educational models

A quick example: A low value for "english.evaluation" on the Tec20 model (left) is indicated in blue and shows a positive SHAP value, pushing the model output towards our target variable (Dropout=True). That is, having a low "english.evaluation" increases the risk of student dropout. Swarm plots allow for quick discovery of variable effects that is both intuitive and informative. We could conclude from figure 1 that, in average, participation in leadership and culture activities (high values in "culture" and "leadership" variables) lead to student retention predictions in the Tec20 educational model, while low scores in the admission test and older students tend to dropout predictions in the Tec21 educational model.

4 DISCUSSION AND CONCLUSION

Using SHAP values to identify the most important overall variables, along with the general effect of those variables' values makes for an extremely powerful tool for average educational practitioners. Speaking to a student tutor or mentor about model precision and recall won't increase their trust on machine learning, but showing them a swarm plot like the ones above allows them to use their expertise to more easily understand model decisions and rationale. However, we believe that SHAP values can go even further.

Classic feature importance can be easily obtained from other tools, but the information available from SHAP values shown in the swarm and waterfall plots allows for any reasonably competent user to make their own analysis without the need of data science training, making the tool both transparent in its decisions, and giving stakeholders the necessary information to make data driven decisions. One possible use would be to identify variables that could introduce bias (gender is a classic example) and verify their overall effect on the model. If we find bias towards or against a specific group, it could be an indicator of a problem with the data collection, or even on a more systematic level.

Future research will focus on expanding the explainability and usefulness of the models, starting with the development of counterfactuals (how much a variable score needs to change to flip the prediction) to provide a viable path towards "breaking the prophecy" of the predictions of our machine learning models. In other words, finding what a student at risk of dropout needs and is able to change to reduce that risk.
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ABSTRACT: We propose a novel problem recommender system that can suggest moderately challenging problems to learners. By training a Variational AutoEncoder to reconstruct problem-answer data with a small number of latent variables, we can predict the likelihood of a learner’s ability to correctly solve unanswered problems. Experimental results show that the system’s predictions are accurate, and that it can recommend moderately challenging problems tailored to individual learners.

Keywords: Problem recommender system, correctness rate prediction of unsolved problems, Variational AutoEncoder

1 INTRODUCTION

People can achieve efficient learning by selecting appropriate material from many available options. In this paper, we propose a problem recommender system that chooses tasks tailored to individual learners. Our system combines ideas from multidimensional item response theory (Reckase, 2009) with a Variational AutoEncoder (Kingma et al., 2014) to make personalized recommendations.

![Diagram of proposed problem recommender system](image-url)

Figure 1: Overview of proposed problem recommender system
2 PROBLEM RECOMMENDER SYSTEM

Figure 1 shows an overview of our recommender system, which consists of a Monotonic Variational AutoEncoder (MVAE) and a problem recommender module. The MVAE predicts the probability that a learner can correctly solve unanswered problems. Based on the predicted correctness probability, the problem recommender module suggests moderately challenging, unanswered problems.

The system input is the problem-answer data of the learners. Each learner’s response to a given problem has one of the following three values: correct answer, incorrect answer, or unanswered. The MVAE encoder compresses each learner’s data into a set of latent variables with a smaller dimension. The MVAE decoder outputs the correctness probabilities based on these latent variables. The encoder and decoder are trained so that the output data match the answered portion of the input data as closely as possible. The MVAE decoder predicts the correctness probability of the unanswered problems using the latent variables obtained from training.

Learners can enhance their ability by reviewing the problems that they didn’t answer correctly. However, answering overly difficult problems is exhausting and deflates learning. Thus, selecting moderately challenging problems for each learner is probably more effective for learning.

In addition to their usefulness for predicting correctness and recommending problems, MVAE latent variables offer another useful feature. By constraining the weights of the decoder’s neural networks to be non-negative, the latent variables are trained to be monotonic with respect to the predicted, correct answer probabilities. This means that learners with larger latent variables are more likely to answer questions correctly. Furthermore, latent variables are trained to be independent from one another, and we expect them to represent different problem-solving capabilities. By analyzing the latent variables of each learner, the system can identify a learner’s strengths and weaknesses.

3 EXPERIMENT, RESULTS AND DISCUSSIONS

We conducted a two-step experiment to evaluate the problems recommended by our system.

Eighteen Japanese adults in their 20s to their 50s participated in the experiment. In the data collection step, they were instructed to answer as many English language problems as possible in their spare time. We prepared three types of English problems: sort problems, filling-in problems, and choose-the-best-caption-for-a-image problems. These problems were accessible online from participants’ devices. The average percentage of correct answers was 85%, and several participants in interviews after data collection stated that overall they felt the questions were easy. Half of the chosen problems were identical for each participant; the other half were selected separately for each participant. The shared answers are necessary for training the MVAE, and the separate questions provide unanswered (or new) questions for recommendations. The MVAE trained by the data collected in this step predicted the probability of the participants to correctly answer the unanswered problems in the second step.

In the second step, the participants answered English problems in the same manner as the first step. However, the problems given to them were selected differently. At a probability of 50%, the problems were either randomly chosen or recommended by the MVAE. In this experiment, we categorized
problems with a predicted correctness rate close to 75% (10% lower than the average correctness rate in the data collection step) as moderately challenging and hence suitable for recommendations. More specifically, we recommended unanswered problems with a predicted correctness rate in a range of 70-80%. Since problems were posed without indication of the selection method, the participants could not distinguish between random and recommended problems.

Figure 2 compares the cumulative answer correctness rate over time of the random and recommended problems in the experiment’s second step. The error bar indicates the standard errors.

The answer correctness rate of the random problems remained at approximately 85% throughout the experiment, just as in the first step. The results show that no significant change occurred in the learner ability or the difficulty of the problems during the experiment.

On the other hand, the answer correctness rate of the recommended problems is lower than that of the random problems, hovering between 70% and 80%, which is the target range predicted by the MVAE. Although the standard error of the recommended problems is large at first, it gradually decreases and settles at a similar value to that of the random problems.

4 CONCLUSION AND FUTURE PERSPECTIVES

We proposed a Variational AutoEncoder-based problem recommender system and experimentally demonstrated that recommended problems were answered within the probability range predicted by the system. Future work will take advantage of learner characteristics analyzed by latent variables, which are difficult to discover using conventional collaborative filtering and clustering methods.

AKNOWLEDGEMENTS

This work was supported by Council for Science, Technology and Innovation, “Cross-ministerial Strategic Innovation Promotion Program (SIP), Big-data and AI-enabled Cyberspace Technologies”. (Funding agency: NEDO (Japan))

REFERENCES

Building a Data-to-Dashboard Pipeline Using IPEDS Datasets through Google Cloud Platform for Automized Reporting System

Damji Heo Stratton  
Solutions & Analytics Unit, Missouri Online, the University of Missouri System  
dhdsfn@umsystem.edu

David Reid  
Solutions & Analytics Unit, Missouri Online, the University of Missouri System  
reidda@umsystem.edu

Lee Larrick  
Solutions & Analytics Unit, Missouri Online, the University of Missouri System  
larrickl@umsystem.edu

Scott Gossett  
Solutions & Analytics Unit, Missouri Online, the University of Missouri System  
smgrh6@umsystem.edu

ABSTRACT: This poster describes the ongoing project of building a data-to-dashboard pipeline by Missouri Online to better support the data-informed policy decision making process using data from the Integrated Postsecondary Education Data System (IPEDS) and Google Cloud Platform (GCP) environment. The diagram that illustrates the process to create the dashboard is included in this poster, along with the description of the dashboard. The challenge in implementation and notes for practice are also described. This case could offer insights to stakeholders who are interested in building such a system to better support the data-informed policy decision making process.

Keywords: Data visualization, cloud computing, data-informed policy decision making, learning analytics, the Integrated Postsecondary Education Data System (IPEDS)

1 BACKGROUND AND CONTEXT
Missouri Online has been supporting data-informed policy decisions regarding online programs within the University of Missouri System by providing stakeholders yearly conferral data for each online program and labor market data for the graduates of the programs. However, data entry and document formation were done manually, resulting in inefficiencies in producing market research reports. In addition, the reports depended on a proprietary database, which offered limited information on the characteristics of the competing institutions. Thus, Missouri Online adapted a more efficient data-to-dashboard pipeline process by using IPEDS datasets to have more options to compare data regarding competing institutions and conferral trends. IPEDS is a public database system managed by the National Center for Education Statistics, where the data are collected at the aggregated level from postsecondary institutions and do not have student-level information (Integrated Postsecondary Education Data System, n.d.). In our case, we used IPEDS data to understand the national trends of the conferrals from each online program and find the characteristics of competing institutions. Missouri Online also leveraged Google Cloud Platform (GCP) since it has multiple features to efficiently build the pipeline. For instance, we save the raw datasets into BigQuery and efficiently conduct Extract, Transforms, and Load (ETL) tasks using Jupyter Lab in the Vertex AI Workbench within the environment. Then, we store the curated datasets into designated storage buckets in Google Cloud. Finally, we connect the datasets to Tableau desktop to create dashboards. In addition, GCP enables enrichment of the datasets with the internal information from our internal database management system (DMS) more conveniently. The current project is in progress, which is part of the effort to design a more efficient data architecture for Missouri Online and to make insights from the data warehouse more accessible to a broader range of stakeholders.

The objective of this project is to build a data-to-dashboard pipeline for automating the reporting system to the stakeholders who make data-informed policy decisions regarding online programs in the University of Missouri System. The desired product is a dashboard that demonstrates the detailed characteristics of the competing institutions and trends in the conferral data using IPEDS datasets from 2016-2021.
2 DEVELOPMENT AND IMPLEMENTATION

2.1 The process
Figure 1 illustrates the detailed process to build the data-to-dashboard pipeline. The raw datasets from IPEDS are extracted and saved into a staging table within BigQuery. Then, data wrangling is conducted on Vertex AI to produce the requested final dataset. Lastly, the final curated dataset is exported to a designated bucket which is connected to Tableau. We employed the participatory design method to design and develop the dashboard (Verbert, Ochoa, De Croon, Dourado, & Laet, 2020). Thus, there are multiple prototype versions as the prototypes go through internal reviews within the unit and external reviews from the stakeholders, such as program coordinators who send reports to the college deans, department chairs, program chairs, and the president, followed by revising the prototypes and test-run the dashboards. The duration of the current project implementation was approximately 8 months.

2.2 Final product
The final product provides the stakeholder with self-service access to the conferral data in multiple unique views and filters for refinement. The final version of the dashboard consists of seven pages. The first page covers a brief overview of the entire dashboard. The second page includes the overview of the Carnegie classification 2021 update page. The third page is the map that shows geographic information of competing institutions as well as the campuses of the University of Missouri System using multiple filters where you filter the institutions based on CIP code, degree level, regional, non-regional, school type (private vs. public), the size of the institution, and Carnegie classification 2021 update categories. The fourth page includes multiple data visualization figures that show the trends of conferral data. The fifth page includes the box-n-whisker plots that represent the distribution of the conferral data from institutions based on each Carnegie classification 2021 update category. The sixth page includes the executive summary of the data visualization of the previous pages. The last page shows the comprehensive text tables that include detailed information on institutions and conferral data from 2016 to 2021. Figure 2 below demonstrates an example of the executive summary page of the dashboard.

3 FINDINGS OF EVALUATIONS
Dashboard prototypes were distributed to internal unit members for feedback leading to changes prior to showing the dashboards to stakeholders. Dashboards were then shown to stakeholders eliciting further feedback to ensure better usability. Features, filters, and designs were updated based on the stakeholder feedback.
feedback. Multiple opportunities were given for evaluation of the project prototypes, ultimately providing a series of dashboards and visualizations the stakeholders could use for data-informed policy decision making.

Figure 2: Executive summary page of dashboard

3.1 Challenges in implementation

To export the final dataset file to a designated bucket, a service account key was needed to access the bucket. The Jupyterlab notebook was shared, allowing any user who had the service account key to access the project. We found that we needed to re-organize and refine the project and roles of the users so that only those who were closely involved in the project could view the Jupyterlab notebook and the service account key file to the bucket. Currently, the process is being improved so that we can limit access to the notebook as well as the service account key file.

3.2 Notes for practice

To optimize the Google Cloud operating costs, it is recommended to test and refine the script in the local Jupyterlab environment before running it on Vertex AI. It is also worth considering converting the CSV file of the raw datasets to parquet formats as parquet files take much less disk space than CSV files. Another note is that because the end users are not necessarily used to the terminologies used to understand IPEDS dataset, it is helpful to add descriptions to help them to better understand the information from the dashboard.

4 CONCLUSION AND FUTURE WORK

The current project describes our in-progress work on building a data-to-dashboard pipeline using IPEDS datasets and GCP for automating the report system to better support the data-informed policy decision making process. The final dashboard version includes the conferral data from programs that can be completed via distance education either completely or partially from 2016 to 2021 and detailed characteristics of institutions.

The next step of the project includes matching the conferral data from each program from the internal DMS to the current IPEDS conferral data so that the dashboard can include the program title information that the four campuses of the University of Missouri System are currently using. In addition, imputed conferral data can be included as well as the conferral data from IPEDS datasets to treat missing data and potential issue of inaccurately entered data. Lastly, labor market data will be integrated into the dashboard.
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ABSTRACT: The field of learning analytics (LA) is growing as a valuable solution for higher education institutions to understand students’ learning processes and improve the quality of education. However, even with proven benefits, there has been a slow adoption of learning analytics, particularly in Latin American (LATAM) countries when compared to other regions. This paper presents an exploratory study conducted in the Dominican Republic regarding the adoption status, goals, and barriers to the success of learning analytics in higher education.
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1 INTRODUCTION

The adoption of learning analytics (LA) in higher education institutions (HEIs) in LATAM countries is relatively low compared to other regions (Hilliger et al., 2020), where most surveys and studies around LA adoption are from universities in Europe, the United States, and Asia. One of the first initiatives addressing this gap was the foundation of the LALA project (Muñoz-Merino et al., 2020). This collaboration between European and LATAM universities has the objective of providing guidelines and best practices for the design, implementation, and adoption of LA tools to improve the quality of education in HEIs in LATAM. Using the Supporting Higher Education to Integrate Learning Analytics (SHEILA) model as a reference and adapting it to the LATAM educational context, the LALA framework proposes an integrated approach to embrace LA under four dimensions.

However, particularly in the Dominican Republic, to our knowledge the only study on the adoption and use of LA in the country was conducted by Chaljub et al. (2019) with the major goal of reviewing learning metrics from a theoretical and practical perspective in preparation for their integration into the Dominican Republic’s educational system. In this way, this research further expands to investigate the factors impacting the adoption of LA in the Dominican Republic to better understand the strategies, outcomes, and barriers faced by HEIs in the country.

2 METHODOLOGY

The method for this exploratory study was an online survey. Looking for an integrated approach for the analysis of the adoption and challenges of LA, we adapted the model proposed by Tsai et al. (2020) in their exploratory study of HEIs in Europe. The questionnaire was adapted as is with only minor changes for translations to Spanish. The survey starts with demographic information, followed by a core question about the current institutional level of adoption of LA. From there, the survey branches through five different sections: (1) current development and adoption status of LA; (2) strategical plan for the implementation of LA; (3) resources for strategy development; (4) strategic, legal, and ethical
considerations; and (5) self-evaluation of the maturity and institutional readiness. The survey was distributed to 46 institutions recognized by the Ministry of Higher Education (MESCyT) in the Dominican Republic for a period of 2 months.

3 RESULTS

As for demographics, from the 46 formally recognized HEIs in the Dominican Republic, 15 responded to the survey, resulting in a 32% response rate. Lack of awareness about LA, conducting the survey exclusively online, and making direct contact to HEIs without a formal intermediary institution could be potential reasons for the low response rate. Institutional affiliation was balanced with responses from 7 public and 8 private institutions. Although the number of institutions is not particularly high, three of them have a strong influence on the general education of the country, enrolling nearly 50% of the country’s entire student population. In terms of the current adoption of LA, only 5 institutions have implemented LA, where 1 is at a large-scale, 4 are at a small-scale, and most institutions have less than 5 years of experience in the field. The remaining 10 institutions have not implemented LA yet, and only 4 are in preparation to do so. The complete questionnaire (https://shorturl.at/AHMQW) and tables (https://shorturl.at/svDZ0) references are available online. In this paper, we focus on LA outcomes, key elements to success, and critical barriers currently faced by HEIs to adopt LA. Results are contrasted with previous research from European HEIs (Tsai et al., 2020).

First, we report the motivations, methods, strategies, and outcomes of LA. The first three items were collected from all institutions except for one that selected "Not Considering” to adopt LA. In resemblance to European institutions, the main motivation to adopt LA for Dominican institutions was to improve student learning performance, favored by 85.71% of the institutions. Also, the improvement of student satisfaction and teaching excellence were highly regarded. For the means and usage of LA to achieve motivational goals, institutions in the Dominican Republic focus on basic techniques such as measuring learning and teaching performance and trying to produce reports from collected data. This demonstrates the lead on experience of Europe when compared to LATAM countries, where previous research observed that European HEIs go beyond learning assessment to trying to understand how students learn or interact with learning resources in order to provide interventions that are appropriate for the learners.

In regards of strategies and resources to adopt LA, most institutions either developed or adapted a particular strategy for LA. Resources for the development of strategies included LA policies at the institutional level, teaching staff, and technological vendors. Strategic, legal, and ethical considerations insights reveal that ensuring that data is collected, stored, and shared anonymously was the main agreement for students’ privacy protection. Finally, outcomes from the 5 institutions that have implemented LA show agreement on that LA provides effective solutions to their needs, they have redesigned curricula based on results, and personalized support from teachers to students has increased. In contrast, these outcomes were more inclined to a neutral position in European HEIs.

Additionally, regarding LA leaders, senior managers were the major stakeholders, followed by IT and teaching staff, and students were last. Whereas in Europe the learning and teaching department was first, followed by IT staff. In other aspects, ethics guidelines, IT infrastructure, a data-driven culture, and teachers’ buy-in were considered the main key elements for success towards LA (Figure 1). This is homogenous with European HEIs where most elements were rated as very important as well.
Finally, LA affordances, IT infrastructure, investment in analytics, and senior managers buy-in were the most critical barriers to adopt LA (Figure 2), while in Europe results were more polarized and barriers were in terms of analytics expertise, senior managers buy-in, and legal frameworks. In this way, proper investment, structured strategies for LA, and the creation of a strong community of experts to spread awareness and best practices for an efficient adoption as proposed by Chaljub et al. (2019) could serve as a breakthrough for these barriers in the Dominican Republic.

Figure 1: LA Key Elements for Success (N=15)  
Figure 2: LA Barriers for Success (N=15)

4 CONCLUSION

In accordance with previous research, the adoption rate of LA in the Dominican Republic is still not high. This exploratory study provides an initial baseline for a learning analytics perspective in the country and upcoming case studies in LATAM. Future research should try to integrate personalized interviews about LA strategies and adoption frameworks, thus motivating HEIs to have a clearer view of their goals and how to approach them efficiently. Finally, involving in the research process important national educational institutions such as the Ministry of Higher Education (MESCyT) and the Dominican Association of Rectors of Universities (ADRU) could significantly increase the awareness of LA in the country and improve the response rates and results of subsequent case studies.
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ABSTRACT: From 2023-2024 onwards, standardized tests for Dutch and mathematics will be introduced in primary and secondary school education in Flanders (Belgium). The main purpose of these tests is to foster school development and improve educational quality. The authors’ aim is to design high-quality, relevant, user-friendly and inclusive feedback dashboards to disclose the results of these tests to the different user groups (i.e. school principals, teachers, pupils and their parents), paying attention to the dashboards’ content and user interface. In order to address this goal, a mixed-methods approach was set up in line with the Educational Design Research and Service Design frameworks. During the first project year, theoretical and practical insights, personas, design guidelines and a design framework were synthesized through desk research, expert interviews, and focus groups with secondary school principals and teachers. During the second project year, the design cycle continued to arrive at a first design prototype of the dashboard for secondary school principals. In this poster, the results of the research and design activities so far will be presented, and attention will be paid to how they informed the design of the content and the user interface of the prototype.

Keywords: Educational design research, School feedback system, Primary and secondary education, Dashboard design

1 EXTENDED SUMMARY

From 2023-2024 onwards, standardized tests for Dutch and mathematics will be introduced in primary and secondary school education in Flanders (Belgium). The main purpose of these tests is to foster school development and improve educational quality. To implement the tests, a Support Centre was created that is being led by an inter-university consortium. The Support Centre will design the tests, coordinate the implementation, administration and analysis of the results, and provide digital feedback to the school principals, teachers, pupils and parents. As part of the Support Centre, the authors of this poster are responsible for the design of the feedback dashboards that will disclose the test results to the user groups.
Hattie and Timperley (2007) define feedback as externally provided information about a person’s performance or understanding. Feedback can be a powerful tool for learning, if used properly (Hattie, 2008). The quality improvement in primary and secondary school education that is envisaged with the introduction of the standardized tests will only work if schools deliberately and systematically work with the feedback from those tests (Van Gasse, 2021). In order to achieve this, the way in which schools receive the feedback (cf. the school feedback system) must meet a number of conditions (based on Van Gasse et al., 2015): (1) users should perceive the content of the feedback system as relevant; (2) the feedback system should provide its users not only with information but also with starting points for deliberate use of feedback; (3) the way in which the feedback is presented should facilitate accurate interpretation; and (4) the feedback system is clear and easy to use. Therefore, the author’s aim is to develop high-quality, relevant, user-friendly and inclusive feedback dashboards for the different user groups, paying attention to the feedback dashboard’s content (e.g. test results to be presented, data visualizations) and user interface (e.g. lay-out, structure, navigation).

In order to address this goal, a mixed-methods approach was set up in line with Educational Design Research (‘EDR’; Phillips & Dolle, 2006) and Service Design (SD; Miller, 2015). During the first project year, the authors went through a first cycle of needs analyses and design activities. The needs analysis phase consisted of a desk research including a literature review and analyses of national and international good practices, as well as expert interviews (N=10) and focus groups with the user groups of secondary school principals and teachers (N=19). During the design phase, the insights of the needs analysis phase were accumulated and translated into a series of design guidelines, a stakeholder analysis and personas for secondary school principals and teachers, which in turn resulted in a design framework. Subsequently, these products were used to develop the first conceptual designs of the feedback dashboards’ user interface (e.g. lay-out, structure, navigation) and content (e.g. data visualizations).

During the second project year, the research and design cycle continued with a consultation round of all researchers from the Support Centre, the pedagogical counselling services, the Flemish education inspectorate and the Flemish Department of Education. During this consultation round, the authors showcased the conceptual designs of the user interface and content of the feedback dashboards. The questions that arose during the first design cycle were also discussed. With all this input, the authors built a first interactive design prototype of the feedback dashboard for secondary school principals that included minimal functionalities (i.e. a minimal viable product) in the interface design tool ‘Figma’ (http://www.figma.com).

The research results show that there are large differences in digital and data literacy between and within our user groups. Therefore, the feedback dashboards need to be usable and understandable by users of all literacy levels. In the current prototype, this was designed for in a few different ways. First, a tutorial was added that explains users how to use and navigate through the dashboard. Second, two types of navigation were built into the prototype: users can search for information by means of the guiding questions (that assess what they are interested in and send them to the correct dashboard page and data visualization) and/or they can freely explore the dashboard by means of the menu. Third, the dashboard was designed to be layered: displaying the most essential and basic information first. Users with more (complex) information needs can subsequently get more details by adding filters, comparisons, confidence intervals,... directly to the data visualizations, or by clicking through...
to more in-depth analyses. Fourth, a reading guide is added alongside every data visualization, to support users in reading and interpreting all of the information. Finally, an export button gives users more freedom in using the dashboards’ information, allowing them to print or download the data in different formats (e.g. a PDF report, an Excel file).

With this poster, the authors would like to present and discuss the theoretical and practical insights that they gathered through research during the first two project years, as well as the design products (e.g. design guidelines, design framework, conceptual designs) and the design prototypes that resulted from this. They will furthermore focus on a couple of challenges that they encountered throughout the design process, such as: how to develop feedback dashboards that are understandable for users with varying levels of digital and data literacy? And how to find a balance between the correct visualization of statistical information and user-friendliness?
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ABSTRACT: It is claimed that sufficient speaking data exists to create powerful Automatic Speech Recognition (ASR) systems. Despite the success of ASR systems for native speakers, the performance of non-native speakers is yet to be evaluated. Therefore, we assembled an English as a Second Language speaker (ESL) corpus with German natives as speakers to build an optimized ASR system using state-of-the-art deep learning approaches. We found evidence that ASR remains unsolved for ESL speakers.
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1 INTRODUCTION

Automatic Speech Recognition (ASR) techniques are becoming more popular as the transcription performance of ASR systems approaches reliable results, making them suitable to use for a variety of tasks in Computer-Assisted Language Learning (CALL). However, this holds only for speakers with English as First Language (EFL), as the performance of state-of-the-art ASR techniques drops significantly when speakers with English as Second Language (ESL) try to use them. The performance diminishes as ESL speakers diverge from EFL speakers in terms of accent, pronunciation errors, and grammatical mistakes (Wang, 2020). Because of this loss in performance, CALL systems are limited in potential functionality and have to work around this constraint. However, tasks like giving Vocalization feedback for language learners, cannot rely upon such constraints as word-by-word transcriptions are needed in order to work properly (Filighera, 2022).

Therefore, this work proposes a selection of data-driven experiments to tackle the loss in performance. With a small set of manually created free-speech data and a subset of the Common Voice corpus, we evaluate if more training-data would enhance the performance for ESL speakers.
2 DATASET CONSTRUCTION

State-of-the-art ASR systems are trained on huge amounts of EFL data, like the Librispeech corpus which contains transcripts of telephone calls (Baevski, 2020). However, only a minimal quantity of ESL corpora exists, with the crowdsourced Mozilla Common Voice (CV) project (Ardila, 2020) being an exception. The CV corpus is a quality-assured collection of voluntary contributions, where every participant can read out given sentences. The project is maintained to this day and the English subset consists of over 2300 hours of speaking data. The corpus provides useful meta-information per entry about each participant, such as accent and locale. While this information is non-obligatory, we used this information to create a subset of the CV corpus containing only recordings of participants that specified either “german” as the accent or “deutsch” as the locale. We manually searched for German-specific keywords to create this filter. The final subset contains around 73 hours of ESL-speaking data.

We split 80% of the dataset off for fine-tuning (Train), 10% for validation (Dev), and another 10% for the final evaluation (Test).

As we couldn’t ensure that the CV subset represents non-native speakers well enough, we decided to create a second corpus with randomly chosen ESL speakers from Germany. 15 ESL speakers answered open-end questions (e.g. “What is your favorite place to go?”) for approximately 15 minutes each. The number of questions answered varies between seven and thirty for each speaker and should encourage them to speak freely. The speech recordings were first transcribed automatically and thereafter corrected manually.

3 EXPERIMENTS

The Wav2Vec2-Large model is currently one of the best-performing Deep Learning approaches for ASR. Another benefit, as the authors of the model claim, is that even small amounts of training data, as little as 10 minutes, can result in a working ASR approach regardless of language (Baevski, 2020). Thus, we decided to fine-tune the given “Wav2vec2-large-960h”\(^1\) checkpoint with our CV subset to create our own model called “Wav2vec2-large-960h-CV”. To optimize the performance, we did random search for hyperparameter tuning on the parameter learning rate and weight decay as suggested by the authors of the model. For evaluation, we chose the Word Error Rate (WER) metric (lower is better). To avoid overfitting, we implemented early stopping.

Out of eight runs, the best-performing model achieved a WER score of 0.076 on the CV Subset validation Set and a WER score of 0.081 on the test set. However, the evaluation with our second corpus revealed that the performance, contrary to the expectation, worsened. The “Wav2vec2-large-960h” checkpoint has a WER score of 0.249. Our fine-tuned model reaches only a WER score of 0.314, meaning that roughly every third word is transcribed incorrectly. Even though we couldn’t ensure the correctness of our CV corpus, we assume that the lack of performance is due to the differences in speaking between spoken-out sentences from the CV subset and free speech from our corpus as this is the major difference between both corpora. Free or spontaneous speech contains hesitations, disfluencies, and grammatical errors, all of which are not included in the CV corpus.

\(^1\) https://huggingface.co/facebook/wav2vec2-large-960h
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Furthermore, we fine-tuned the models on our free speech corpus. Given different amounts of training data, we wanted to observe if the fine-tuned model starts adjusting for free speech. Therefore, we created 5 different splits of our free speech corpus, with an increasing number of speakers in the Train and Dev set per split. The Test set only contains unseen speakers. We again used random search for hyperparameter-tuning on the same parameter with 5 runs per split. Table 2 summarizes the average results on the Dev and Test set.

Table 2: Fine-tuned Wav2vec2-large-960h and Wav2vec2-large-960h-CV models to evaluate if an increasing number speakers in the Train set leads to an improved WER for unseen speakers.

<table>
<thead>
<tr>
<th>N of Speakers in Train and Dev set</th>
<th>N of Speakers in Test Set</th>
<th>WER Dev Set</th>
<th>WER Test Set</th>
<th>WER Dev Set</th>
<th>WER Test Set</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>5</td>
<td>0.176</td>
<td>0.172</td>
<td>0.165</td>
<td>0.172</td>
</tr>
<tr>
<td>11</td>
<td>4</td>
<td>0.189</td>
<td>0.179</td>
<td>0.158</td>
<td>0.171</td>
</tr>
<tr>
<td>12</td>
<td>3</td>
<td>0.171</td>
<td>0.171</td>
<td>0.167</td>
<td>0.169</td>
</tr>
<tr>
<td>13</td>
<td>2</td>
<td>0.171</td>
<td>0.172</td>
<td>0.163</td>
<td>0.176</td>
</tr>
<tr>
<td>14</td>
<td>1</td>
<td>0.177</td>
<td>0.172</td>
<td>0.158</td>
<td>0.163</td>
</tr>
</tbody>
</table>

Our fine-tuned CV model performs slightly better on the Dev set, however, equally in comparison to the fine-tuned Wav2vec2 checkpoint on the Test set. These results indicate that fine-tuning with the CV subset improves the overall performance for ESL ASR, despite the verbal differences in speaking. Whether the CV model adjusted itself to the free speech with an increasing amount of training data couldn’t be examined yet as the amount of data is not enough both for training and for evaluation.

4 CONCLUSION

An excellent ASR performance is essential for many tasks. Although this requirement is attainable for native speakers, it remains a limitation for non-native speakers. We optimized the performance of our non-native ASR wav2vec2 model, however, our results give evidence that current ASR approaches keep struggling with ESL speakers. Without more high-quality data, we assume that the problem for ESL speakers will remain and therefore, this data limitation should be tackled by future work.
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ABSTRACT: Learning Analytics Dashboards (LAD) research is mainly carried out in schools and higher education, whilst professional learning has often been overlooked. To address this gap, this fine-grained longitudinal study of 12 professionals over a period of five months has taken exploratory steps into the context of professional accountancy learning. It investigates perceptions and use of a static assessment LAD which incorporates data visualization and personalized written feedback, aiming to purposefully affect learning. Overall, findings demonstrate learners took a positive view of and subsequently actively used the LAD, choosing elements directly related to their needs to inform next revision steps. Learning insights which both provide an understanding of past performance and also specifically recommend how the professional learners might improve performance had the highest frequency of use. The implication for the LAD design community is LAD should include context and learner specific elements, providing personalized next step guidance.

Keywords: Learning Analytics Dashboard, professional learning, assessment, feedback, personalization, accountancy.

1 INTRODUCTION

To date, most Learning Analytics Dashboards (LAD) research and implementation studies have been carried out in schools and higher education institutions (Schwendimann et al., 2017; Sclater et al., 2016). Professional learning – ongoing learning in a professional workplace – has been largely overlooked by the Learning Analytics (LA) research community (Buckingham Shum et al., 2022). This research begins to address the gap by investigating learners’ perceptions and use of a LAD in a professional accountancy learning environment. This knowledge can inform future LAD design and implementation across professional learning contexts.

2 CONTEXT

The study context was a commercial tuition provider preparing professional accountants for the final admitting exam of the Institute of Chartered Accountants in England and Wales (ICAEW). This longitudinal research followed 12 UK based professional learners from the beginning of the course to the final exam in an authentic learning context, answering calls for practice-based evidence for effects of a LA tool on learning (Wise et al., 2021). Participants had already taken up to 14 high-stakes ICAEW examinations, so were experienced post-graduate level learners. The assessment LAD visualizes...
complex competency-based exam marking data to support learners in improving exam performance. LAD elements include standard bar/line charts showing grade by Requirement and by Skill, along with (as per Figure 1) a unique ‘map’ of the marking key (1) with personalized written feedback (2) and how to improve (3).

Figure 1: ‘map’ of the marking key (1), including personalized feedback (2) and how to improve (3)

3 METHODOLOGY

The research took a mixed methods approach, using classroom observations, questionnaires (with 5-point Likert scales and free text options) and post-final exam semi-structured interviews (n=3). Full data was collected for nine learners. Figure 2 shows the data collection timetable. The questionnaires were analyzed and responses checked for normality and skewness. While Factor Analyses were conducted, given the small sample size we opted not to report these. Inductive and deductive processes were used to thematically code each interview transcript (n=3) for references to learning activities as well as context-specific behaviors and pressures.

Figure 2: Data collection timetable

4 RESULTS AND DISCUSSION

Participants at the beginning were relatively positive about their intended use of LAD. Using a cut-off at 3.4, 70% of participants indicated to want to use the LAD. At the second measurement, on average, half of the offered LAD elements were used by participants, while five out of 12 respondents used less than a third of the LAD elements. The most used elements were the marking key ‘map’ and associated
text (n=10, 83%), followed by the personalized feedback / how to improve text (n=9, 75%). This indicates professional learners are looking for both specific insights into and a personalized explanation of the learning data available, supporting previous findings in higher education studies (Rets et al., 2021, Sedrakyan et al., 2020). The post-exam interviewees (n=3) all had an overall positive view of the LAD and took a similar approach in using it to “trigger” (participant 9) their home study revision activities. However, the LAD could not solve the learning challenges of every participant. Participant 13, a low-reported user (only one element, the ‘map’), gave insight into their concerns: “I think my motivation and energy levels limit my amount of revision more than the results on the dashboard.” The data from this study, therefore, supports previous findings (Rets et al., 2021) that ‘good’ learners find the LAD useful, but those who are struggling are less likely to use it.

5 CONCLUSION

The LAD studied presented individual exam marking analysis, focused on each learner’s performance compared to assessment standards. It does not aim to make predictions of future performance based on the past but offers an automated, personalized explanation of a mock exam result using published standards for accountability. This study has shown the context specific LAD to be an effective tool for professional learning improvement for those learners that engage with it, with learners showing a preference for context specific data visualizations and associated ‘what next?’ personalized feedback. Although the LAD could not solve all learning difficulties, in this small-scale study it was widely positively received. Further research across multiple classes and cohorts of professional learners is both warranted and planned for 2023.
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Evaluating the Efficacy of Tutoring Services: A Data Mining, Machine Learning, and Propensity Score Matching Approach
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ABSTRACT: The following poster is an attempt to evaluate the impact of tutoring services upon student academic success and an exploration of how the effectiveness of tutoring varies by course using data mining, machine learning, and propensity score matching. One of the problems of post-hoc evaluations of student services such as tutoring is that these services are open to the entire population of the student body, which confounds those likely to pass without tutoring versus those likely to be non-successful without some type of intervention. In order to unconfound these populations, course level predictive models were developed for the traditional gateway courses to identify students in need of a tutoring intervention. A second step included using a propensity score matching analysis of those in need and who used the tutoring services in comparison to those who were in need but never engaged with tutoring. Further it was possible to identify students who began tutoring before being detected by the predictive models as compared to those who initiated tutoring after. Results indicated that students who engaged in tutoring before identification were more likely to pass the course than those who initiated tutoring after a predictive signal.

Keywords: Program evaluation, machine learning, predictive analytics, propensity score matching

1 RECENT FINDINGS CONCERNING TUTORING

Tutoring across grade levels has been found to positively and significantly impact academic performance at all levels of education. Alegre et al. (2019) in a meta-analysis of 42 studies found that peer-tutoring at the K-12 had a moderate effect upon student grades ($d=0.38$). Steenbergen-Hu and Cooper (2014) in a meta-analysis of 39 studies on intelligent tutoring systems and human tutors found a moderate effect ($g=0.32–0.37$) with ITSs significantly less effective than human tutoring. The impact of tutoring upon academic performance is a well-studied and documented educational intervention.

While tutoring is a well-established educational intervention, it is important for institutions to evaluate the efficacy of their programs, especially in light of financial limitations for student support services. The following poster will describe initial efforts to leverage data mining, predictive modeling, and propensity score matching to evaluate tutoring services.

1.1 Population

Three terms (Fall 2020, Spring 2021, Fall 2021) of high-enrollment core-tracking courses for many degree programs were selected because 1) these courses have higher than normal non-success rates 2) a predictive system was employed to predict as early as week 4 of a term success and non-success. It is to be remembered that for the purposes of this analysis the population reported here are those students predicted at any point after week 4 of the term to be non-successful. As this part of the evaluation concerns the causal relationship between tutoring effects upon student grades, it was necessary to focus upon the subset of students predicted to be unsuccessful.
2 THE CASE FOR MACHING LEARNING AND PROPENSITY SCORE MATCHING

One of the primary obstacles to evaluating the impact of voluntary services or interventions is the lack of a control group that predominates in experimental studies where variance for key variables among the groups can be equally distributed via random assignment. In the case of tutoring, however, there are significant confounds between the degree of need of tutoring service among students. Tutoring services tend to be used by two types of students, those who are likely to pass the course and those who are in danger of academic non-success. While one student may seek tutoring to improve a B+ to an A-, another may need tutoring to pass the course with the minimum, typically a C grade in a traditional academic setting. As a result of these two types of students, the empirically observable impact of tutoring services varies between these two populations of students varies greatly.

To differentiate between at-risk students and non-risk students, machine learning methods, specifically random forest algorithms, were used to predict whether a student was at-risk for a particular course. The overall accuracy of the model ranged between 90%-98% across core-tracking courses based upon previous validation efforts.

To establish a causal connection between tutoring and academic success, propensity score matching, a statistical technique which matches a treatment case (tutoring) to a control case (no tutoring) based upon a propensity score which is the probability of the non-intervention group being assigned to the quasi-experimental control group was employed. PSM supports the even distribution of covariates between groups (Leite 2016). This method supports the assumption that the groups to be compared are comparable in practical and theoretical terms.

The following potential confounding variables were used in a PSM: schedule pass rate, total cumulative credits, total transfer credits, total test credits, GPA, attempt, and first time in college vs transfer.

3 RESULTS

The impact of tutoring vs no tutoring upon end of semester course grades (0-100%) can be classified as positive medium effect ($d$.24) across all courses and is comparable to effect sizes reported in the literature ($d > .30$). Viewed from an institutional perspective where a passing grade is C or above, the tutoring group had a significantly higher proportion of success students (52.02%, N=2,376) vs the no tutoring group (42.38%, N=2,376; Z$_{1.96}=10.21$). The proportion of passing grades for PREVENTATIVE tutoring (61.56%, N=947) was significantly higher than both the NO TUTORING group (42.38%, N=2,376; Z$_{1.96}=10.21$) and the REACTIVE tutoring group (45.70%, N=1,259; Z$_{1.96}=9.35$). There were significant differences between the reactive tutoring group (45.70%, N=1,259) and NO TUTORING control (42.38%, N=2,376; Z$_{1.96}=2.01$). The results support the importance of initiating tutoring as soon as possible although there are still noticeable positive effects for reactive tutoring. See Figure 1 for the difference in effect sizes for preventative vs reactive tutoring.
4 LIMITATIONS

One of the major limitations of the following evaluation is the reliability of Canvas LMS data for grades. Some courses rarely used the Canvas gradebook or some courses have misconfigured gradebooks that do not store grade data so these courses are likely to be underrepresented in this evaluation. Also the quantity and quality of the tutoring session may be an important factor in the effectiveness of tutoring as compared to the non-granular approach taken in this evaluation where a student is classified as a tutoring case if they complete one or more tutoring sessions.

Another issue to consider is that the population considered here are only those students identified as needing tutoring services. There may be positive effects for tutoring students who were not in jeopardy of course non-success. The strength of claims of causality reported here is limited by the nature of a quasi-experimental study.
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ABSTRACT: The Networked Improvement Learning and Support (NILS) platform is an online tool designed to accelerate the initiation and development of Networked Improvement Communities in a disciplined manner. Its main goal is to promote social, organizational learning through curation and synthesis and tacit to explicit knowledge conversion to facilitate knowledge construction and ownership by the communities regarding improvement practice in education. In this proposal we will discuss the NILS platform, a use case, and a plan of analytics development that advances knowledge dissemination and monitors the health status of networks.


1 NETWORKED IMPROVEMENT COMMUNITIES

In the past decade the Carnegie Foundation for the Advancement of Teaching has pioneered a fundamentally new vision for the research and development enterprise in education. In particular, the Carnegie Foundation seeks to join the discipline of improvement science with the powerful capacities of networks to foster innovation and social learning for education reform. This approach is embodied in what we call Networked Improvement Communities (NICs) [1]. NICs are scientific learning communities distinguished by four essential characteristics: (a) focused on a well specified common aim; (b) guided by a deep understanding of the problem, the system that produces it, and a shared theory of practice improvement; (c) disciplined by the rigor of improvement science; and (d) coordinated to accelerate the development, testing, and refinement of interventions, their more rapid diffusion out into the field, and their effective integration into varied educational contexts. Examples of NICs are Carnegie Math Pathways, which aims to improve outcomes of students who placed into remedial math, Building a Teaching Effectiveness Network, which aims to improve the retention of effective new teachers [1], and Mountaineer Mathematics Master Teachers, which aims to increase the opportunity for 20,000 middle and high school students to “do mathematics” in class.

2 NETWORKED IMPROVEMENT LEARNING AND SUPPORT (NILS) PLATFORM

To accelerate improvement work by NICs, we have developed an online platform for social learning: the Networked Improvement Learning and Support (NILS) platform. NILS is designed to promote social, organizational learning and to disseminate tacit and explicit knowledge [2] for improvement in education by moving much of what we currently do face-to-face into a virtual learning environment.
As we support NIC leaders seeking to initiate, grow, and sustain their networks, we recognize the need to ensure that the networks’ improvement efforts are grounded analytically, tested empirically, and accelerated through network-wide social learning. This requires front-line practitioners to shift from consumers to producers of the knowledge that advances improvement practice. How can we assist them in building improvement science habits and mindsets? Accordingly, we need a support infrastructure for documenting, capturing, and organizing improvement knowledge for access and use throughout widely distributed networks. The design and creation of such a platform is critical for the Foundation to advance widespread use of the NIC as a social arrangement to accelerate improvement work in the field of education.

The NILS platform is designed to accelerate the initiation and development of NICs in a disciplined manner. The landing page shows the driver diagrams that NIC members are acting on and their in-progress tests of change on their network’s formulated theory of practice improvement. The driver diagram provides a common, controlled language that facilitates NIC members’ understanding of their measurable common aim, along with a set of hypotheses and actual ideas for change to achieve the aim [1]. It also enables NIC members to track Plan-Do-Study-Act (PDSA) cycles with relevant data. The PDSA cycle is a basic method of inquiry in improvement science and can be used to turn ideas into action and connect action to learning [1]. NILS shows pictures of NIC members as they work in the platform together and collaborate, so as to promote group solidarity and affinity, and cultivate a sense of belonging to the networked community. NILS allows NIC members to participate in and comment on group work, network activities, and PDSA cycles. The platform provides space for dialogue and discussion, and emphasizes the curation and synthesis of network information and learning as a means for NIC members to jointly construct and own a body of knowledge for improvement practice. NILS renders to the affordances of various technological devices and is designed to be integrated into practitioners’ current workflow for ease of use (see Figure 1).

![Figure 1](image)

### 3 PLAN OF ANALYTICS

As users utilize the NILS platform, the system automatically collects user behavioral data as a form of click-stream data. Production data is available through PDSA cycles and discussion boards. Qualitative data on networks’ system usage is collected through monthly interviews and social graphs of network members’ interactions on NILS are generated for analysis. By leveraging machine learning techniques [3], we plan to analyze these data in order to examine how change ideas evolve over time as a consequence of interactions among NIC members, and more particularly, to identify what types of interactions involving what levels or groups of NIC members contribute most to this evolution. This
analysis of interactive patterns serving to evolve change ideas can contribute to informing users of the best practices in knowledge and learning dissemination. We plan to develop a recommendation engine to notify users about groups in the NIC that are currently working on similar issues and suggest that the users join those groups to learn from their practice. This may be particularly useful for those who struggle with implementing change ideas and seemingly need support from the outside. From social network standpoints [4], we will identify what we call informal leaders who are, for example, active in executing change ideas and leverage them for further knowledge dissemination (see Figure 2). At the same time, we are interested in any social, cultural norms that may develop over time in NICs, which may facilitate or inhibit knowledge dissemination. Related to this, we want to examine any shift in NIC members’ mindsets and habits regarding improvement science. Our analysis also focuses on the status of health or sustainability of the NIC and the development of a relevant analytics dashboard.

Figure 2

4 USE CASE

Multiple NICs working on the NILS platform have generated thirty use cases that illustrate the system’s value in supporting the initiation, development, and maturation of networks. An example of a network using NILS is West Virginia’s Mountaineer Mathematics Master Teachers network, which has engaged in a technical partnership with the Carnegie Foundation to enable the identification, support, and leveraging of experienced and exemplary secondary mathematics teachers as master teachers who, though the use of the tools of improvement science and networked improvement communities, lead efforts to improve math teaching and learning across West Virginia, with a focus on the extent to which students have meaningful and robust opportunities to engage with mathematics.

5 CONTRIBUTION TO THE FIELD

We will present our developmental work on the NILS platform. From our presentation, the field will be able to learn patterns of knowledge dissemination and evolution, any shifts in users’ mindsets and habits, analytic techniques to identify those patterns, as well as data visualizations informative to NIC members from different levels in the community.

6 BEYOND NILS

The Carnegie Foundation aims to integrate NILS with two other systems to expand the platform’s feature set and capabilities and to further support the work of improvement networks: a network health assessment tool and the Community Learning Improvement Platform (CLIP).
health assessment tool is designed to gauge the health of networks and features a health survey and reporting dashboard. The CLIP system exports network learning from NILS to the wider education improvement community.
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ABSTRACT: The adoption of Learning Analytics (LA) in Higher Education Institutions (HEIs) in Latin America and the Caribbean is still in an exploration stage. A large public Mexican university started the process of integrating LA in its educational spaces, exploring the perceptions and expectations about the management and use of educational data for LA adoption. A qualitative study was carried out using semistructured interviews with high-level institutional authorities, and focus groups with students and teachers, from different disciplinary areas. Results indicate that perceptions and expectations are oriented toward improving school performance through data-based feedback, with ethical responsibility. The more specific constructs of LA still need to be disseminated and internalized in Mexican universities’ educational stakeholders, in order to increase the likelihood of its successful adoption.
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1 INTRODUCTION AND CONTEXT

In the last five years, a movement of exploration, research, and implementation of Learning Analytics (LA) has been launched with intensity in some universities in Latin American and Caribbean (LAC) regions. However, compared to the Europe, Oceania, and North America regions, LA adoption remains relatively low. There is a need for an LA research critical mass in the LAC region (Cechinel et al., 2020), that requires identification of the LA field and capacity recognition within educational institutions. According to the Horizon Report 2022, LA has enormous potential to become a source of educational innovations to address various complex educational processes in the Mexican context (Sánchez-Mendiola, 2022). The main framework of this research is the Learning Analytics Latin America (LALA) project originated from SHEILA. This study reports the first phase of an ongoing investigation, in order to recognize the perceptions and expectations of the stakeholders involved in the educational processes, regarding the current situation of LA in a large Mexican university.

2 METHODS

The original LALA strategy was adapted to the context of a public HEI in Mexico, to recognize the perceptions and expectations of teachers, students and university authorities regarding the management and use of educational data towards the integration of LA (Hilliger et al., 2020). This
document presents a qualitative approach that included semistructured interviews with deans of participating schools, and focus groups with a diversity of university stakeholders.

2.1 Participants and Instruments

The interviews were conducted with four school deans, and the focus groups included different types of participants: Administrative staff (35), students (32), and teachers (32). The schools included four disciplinary areas: physics, mathematics and engineering sciences; biology, chemistry and health sciences; social sciences; humanities and arts. The interview guides in Spanish were modified using words more commonly used in Mexico, to ensure that the participants understood all the questions (bit.ly/3kOm7MO).

2.2 Data analysis

Content analysis was used to process the information registered in the interviews and focus groups transcripts. Excel spreadsheets were used to organize the data in tabs, independently for each type of participant. The process was carried out in two stages: in the first, one-dimensional ideas from each participant were identified, and in a second stage the key concepts, common themes or ideas were identified based on what was expressed by all the participants in the group. Analysis of the perceptions and expectations of authorities’ interview results were coded using a similar process by the qualitative researcher and the study group.

3 RESULTS AND DISCUSSION

General use of data. The perceptions of the different groups of participants are at the level of institutional and curricular analytics, and still distant from a systemic LA. The relative absence of the understanding of the LA construct in this large public Mexican university, constitutes a phenomenon similar to other Latin American universities, as Cechinel et al. (2020) and Hilliger et al. (2020) described, which has motivated the use of terms similar to the LA construct: “use of educational data”.

Transparency, ethics and privacy. Regarding formal explicit consent about the use of data, authorities and students stated they had little information on the mechanisms implemented by the university. In relation to the policies about access to data by teachers and students, students recognize that they are not certain about its existence. From the students’ perspective, providing their data to teachers is risky, since it is personal data that can be misused if it is archived outside the formal protection of the academic institution. The foregoing also exposes the problem of data ownership, as discussed by Pardo & Siemens (2014).

Academic use of data. For the study populations, the use of educational data should be targeted to benefit academic training, that is, the application of LA should be considered for various activities within educational processes, for example: planning and creating courses, workshops and specific educational materials that respond to training needs. Another aspect highlighted by the participants about the use of educational data, was related to addressing low performing students, lagging and/or school dropouts, as has been reported by Pontual-Falcao et al. (2019).

Data-based feedback. Feedback is one of the central themes mentioned by participants in this study. Students prefer feedback to be done in person by their teacher or tutor. Teachers emphasize the
qualitative aspects, beyond the quantitative ones, where the students’ experiences throughout their learning process are taken into account, so that it is the student him/herself who identifies strengths and weaknesses.

**Data-related actions.** All participants considered that data obtained from teachers and students are helpful to generate actions to improve their performance. They pointed out the need to identify the reasons for dropout and academic lag in order to address these problems. Authorities mentioned the importance of collecting and including student input and balancing it with the interests of faculty and administrative staff. Teachers were concerned that the university "knows everything" about them, and even those who knew little about this issue realized the importance of data availability and use, and how data can become useful or dangerous when it is transformed to information and knowledge.

### 4 CONCLUSIONS

The initial analysis of the perspectives and expectations of authorities, teachers and students in this large public university about the use of educational data, allows recognition and identification of the context, and helps define a starting point in the systematization of LA processes. University authorities and administrative staff collect data for generating reports and making administrative decisions. Faculty and students recognize the importance of educational data and its potential use, but they are not clear on its operational use and have concerns regarding its ethical use and privacy issues. The university needs to address challenges to adopt LA: 1) it will be essential to integrate the data that is currently stored and managed separately in different instances and moments; 2) institutional policies must be implemented in agreement with current regulations; 3) it is crucial to disseminate information about LA in the community, with credible local examples about its benefits and drawbacks.
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ABSTRACT: The incipient work in this poster aims to extend work on multi-modal learning analytics by exploring how blending think-aloud, eye gaze, and log data in network models informs how players learn a game mechanic. Preliminary models demonstrate differing patterns between players who have learned and have not yet learned the mechanic.
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1. INTRODUCTION

Video games are playful contexts that fuel learning through problem-solving (Gee, 2005) and provide traces of action for multi-modal learning analytics research (MMLA) (Emerson et al., 2020). By incorporating evidence from multiple data streams, MMLA offers an opportunity to understand deeper how problem-solving actions shape learning. Here, we use eye-gaze, log, and think-aloud data in multi-modal network models to understand how players learn a central game mechanic through problem-solving moves, such as noticing deviations from preference and searching for causal explanations. In doing so, we intend to contribute to the work on MMLA by answering the following question: How do eye gaze and game actions provide markers of learning through problem-solving in a puzzle-based video game?

2. METHOD AND DATA

We studied learning in the game Baba is You (Teikari, 2019). The physics of Baba is You are altered by moving text blocks. Figure 1a shows that players start as the white character (Baba) enclosed in the wall with the text WALL-IS-STOP. To win the level, the player must move Baba to push either the WALL, IS, or STOP text to “break” the rule. The player then could move through the wall and combine text to form the rule FLAG-IS-WIN. The player wins when they move Baba over the flag object. This work focuses on how players learn the STOP mechanic—that is, how players realize that impassable objects are caused by the WALL-IS-STOP (level 1) and FLAG-IS-STOP (level 2) rules.
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Figure 1: The Levels used to investigate learning the STOP mechanic. Objects with similar purposes across levels are marked with the same color and labeled to facilitate cross-level comparisons.

Data from 10 of the 18 recruited undergraduates are considered here due to attrition and equipment failure. In each of the two one-hour sessions, an Eye Link II eye tracker (SR Research) was calibrated, and students played while thinking aloud. We segmented the data streams to include moments players were trapped inside the initial wall/flag enclosure. This resulted in 27 cases across ten players on the first level and 32 cases on the second level. Trans-Modal Analysis (TMA)\(^1\) was used to analyze the data. TMA is a novel extension of Epistemic Network Analysis (Shaffer et al., 2016) and Ordered Network Analysis (Tan et al., 2022). Descriptions of the three data streams incorporated into the models are as follows. (1) The think-aloud data identified 6 of the 10 players as learning the STOP mechanic. For example, a player categorized as “learned” hit the wall and said, “Oh, I can’t get through. Oh, it’s because WALL-IS-STOP (breaks the rule)”. When players learned the STOP mechanic on the first level, subsequent trapped instances were coded as learned. (2) The codes briefly outlined in Table 1 were extracted from the log data. (3) Eye gaze was recorded at 250 HZ. Fixations on the colored areas of interest in Figure 1 represent the codes in the models.

Table 1: Description of Log Data Codes

<table>
<thead>
<tr>
<th>Code</th>
<th>Description</th>
<th>Example in Log File</th>
</tr>
</thead>
<tbody>
<tr>
<td>Start or restart</td>
<td>Player enters the level or restarts it from the beginning.</td>
<td>event_start; input_restart_</td>
</tr>
<tr>
<td>Deviation</td>
<td>Player can’t get YouObject through ObjectObstacle.</td>
<td>input_up_</td>
</tr>
<tr>
<td>Rule Break</td>
<td>Player moves a text block away from TextObstacle.</td>
<td>event_rule_remove_12:13:wall is stop</td>
</tr>
<tr>
<td>Passed Boundary</td>
<td>Player moves YouObject passed the ObjectObstacle.</td>
<td>change_update_baba:10:10:1 input_up_</td>
</tr>
</tbody>
</table>

3. PRELIMINARY FINDINGS: TMA MODELS OF TWO LEVELS

Integrating the eye gaze codes in Figure 1 and the log data codes in Table 1 resulted in the TMA model in Figure 2. We limit our discussion to salient patterns (the thicker lines in the models) related to learning the STOP mechanic. Figure 2A compares learned versus not-yet-learned on level 1.

---

\(^1\) “ECR: Trans-Modal Analysis (TMA): A Mathematical and Computational Framework for Equitable Assessment of Multimodal STEM Learning Processes,” National Science Foundation Grant DRL-2201723. TMA is an approach to constructing network models of complex problem-solving that incorporate connections of learning behaviors across different modalities. TMA uses a Temporal Influence Function (TIF) for each modality of data to account for different functionalities of modes.
Figure 2: TMA models comparing groups on level 1 (left) and level 2 (right). Blue edges indicate patterns for the learned group and red edges indicate patterns for the not-yet-learned group.

It shows that looking from the TextObstacle to the ObjectObstacle and looking from the TextObstacle to experiencing the deviation is more common for the learned group. This indicates that the learned group interacts more with objects and text related to the STOP mechanic, as suggested by this group experiencing the deviation (i.e., hitting the wall) and searching for a cause (i.e., glancing at WALL-IS-STOP). Figure 2B compares learned versus not-yet-learned players on level 2. It shows that looking at TextObstacle and breaking the TextObstacle rule or passing the boundary is more common for the learned group. For the not-yet-learned group, looking at the ObjectObstacle and then experiencing the deviation is more common. Overall, players who learned the STOP mechanic on level 1 seemed to transfer this knowledge to a similar situation in level 2, and those who did not learn the mechanic on level 1 were looking at and engaging in similar actions as the learned group did on level 1.

4. DISCUSSION, LIMITATIONS, AND FUTURE DIRECTIONS

Two TMA models were used to compare players who learned and did not learn a game mechanic. On level 1, players who learned the mechanic made more connections between WALL-IS-STOP, the wall enclosure, and the deviation and transferred these experiences to FLAG-IS-STOP, the flag enclosure, and passing the boundary on level 2. These initial results make methodological contributions by using novel network models and could inform game designers to incorporate timely deviations. Apart from the small sample and limited level selection, some key limitations are that the TMA window size needs a stronger justification, and there were possibly too many variables to easily gauge connections. Next steps include devising data-driven methods for determining window size and extending the analyses to different levels.
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ABSTRACT: It is well-known that digital distraction and the resulting media multi-tasking may lead to impairment of learning. However, there needs to be a better understanding of how the distraction process unfolds over time and what aspects of the distraction are mostly detrimental to learning. This project analyzes the detailed distraction process with a dataset collected from a group of high school students who were presented with a “distractor” - an AI-based chatbot that was available to chat - while watching TED talk educational videos. We performed a series of temporal and semantic analyses of students’ chat history with the bot to shed light on the patterns of distractions and their relationship with learning outcomes.

Keywords: chat bot, multi-tasking, learning analytics, temporal analytics, digital learning, cognitive load theory

1 MOTIVATION AND THEORETICAL BACKGROUND

Digital distractions are increasingly prevalent in learning environments with the young generation of students (McCoy, 2020). Numerous studies have found that students engaged in media multitasking while working on a primary learning task are more likely to have impaired learning outcomes (Dietz and Henrich, 2014). Those findings are supported by the cognitive load theory, which states that competing attention from multiple sources and multiple tasks (e.g., chatting) may add cognitive overload and negatively affect learning due to the limited capacity of working memory. This is especially relevant when learning new materials (Sweller, 2011). However, there is a lack of research that provides details on how different types of distraction patterns may lead to changes in cognitive load and thus impact learning. Instead of treating distraction as a binary condition, i.e., the student is either distracted or not distracted, we need new data and analytical tools to model the nuanced distraction patterns that unfold over time and assess its differential implication for learning outcomes.

2 DATASET, PREPROCESSING, AND FEATURE EXTRACTION

We use a dataset collected from 34 high school students (19 male and 15 female) in the Southwest part of the United States. Students were broken into two groups, each of whom being distracted by a chatbot while watching one of the educational TED talks. One of the videos was on dark matter, and the other was about happiness. The two video lectures were of comparable length (about 20 mins) and with similar lexical difficulty. The students were asked to take a 15-item multiple-choice test following each of the videos. Students were also asked to take notes as they would usually do. For
our analysis, we used the timestamped chat logs and transcriptions and the post-video test scores. On average, students sent 3.4 messages per minute, waited 24.2 seconds between messages and sent 4.1 words per message.

To gain deep insights into the natural conversational dynamics and semantics, we segmented messages into episodes of conversational acts, which were clusters of chat messages that occurred within time intervals of 40 seconds. We then extract episode-level features that characterize those patterns with respect to the intensity and volume of the chat. Intensity features described how often the chat episodes occurred. We used the between-episode intervals, episode counts, and duration of the episodes as proxy measures. Volume Features described the amount of the chat, approximated by the number of words. Those episode-level features were then aggregated into video-level features for association analysis with learning outcomes as described below.

3 Relationship Between Distraction Patterns and Learning Outcomes

Figure 1 illustrates the relationship between the two chat features and their relationships with learning outcomes. As shown from the left figure, larger cumulative gaps between episodes (i.e., lower chat intensity) are associated with better learning. On the other hand, students who were engaged in longer chat episodes on average (as reflected in Episode Duration Mean features, right plot) tended to have worse learning outcomes. Figure 2 (left) illustrates the relationship between the number of chat episodes and learning outcomes. At first glance, it seems counter-intuitive that more chat episodes were associated with better learning. Figure 2 (right) provides additional insights by clarifying the relationship between episode count (chat frequency/intensity) and episode word count (chat volume). As shown, there is an inverse relationship between how often they chatted and how long they chatted when they did chat. There were two types of students in terms of chat patterns (1) those engaged in many short chats (marked in red) and (2) those invested in a few long chat episodes (marked in blue). Putting those two plots together, we can understand that those engaged in a few lengthy chats seem to be worse off than those involved in many short chats.

![Figure 1: The relationship between chat intensity features and learning outcomes.](image-url)
4 DISCUSSION AND FUTURE WORK

This study presents a fine-grained analysis of distraction patterns and explores their relationships with learning outcomes. We note that students with distraction patterns characterizing frequent and/or long chats suffer the most in learning outcomes, which seems to resonate with cognitive load theory as those chat patterns likely induced higher demand on working memory, thus leading to more severe impairment of learning. By investigating the distraction process at a fine-grained level, this study provides nuanced evidence of the impact of digital distraction on learning outcomes. In addition, it opens up a new avenue of research to study the temporally and causally linked instructional events and observed distraction episodes and their interplay with learning outcomes. As part of future work, we plan to study the relationship between temporal patterns of pedagogical events systematically (e.g., para-linguistic features of the speaker, usage of visual aids, or employment of active learning techniques), students' note-taking behaviors, the temporal distribution of the knowledge units across lecture and their relationship with learning outcomes. We believe those insights may be used to inform design instructions that are adaptive to the young generation's dynamic and heterogeneous attention and distraction patterns.
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ABSTRACT: Despite their powerful predictive abilities, neural networks’ lack of transparency makes it difficult to interpret how they make decisions. Recent work has proposed approaches for increasing the interpretability of neural networks, including convolutional neural networks (CNNs). However, analysis of the meaning of discovered convolutional filters is yet to be done. Consequently, the present study explores interpretable CNNs to measure a well-studied learner behavior—that of gaming the system. Phase 1 of our research, presented in this paper, aims to answer: (1) How does the accuracy of a CNN model compare to an expert-created model for gaming-the-system classification? (2) What is the impact on performance when making CNN filters more interpretable via regularization? Our findings suggest that there is good reason to pursue interpretable machine learning models for detecting student behaviors. Future work will consist of an in-depth analysis of the specific patterns the CNN has identified in student actions.

Keywords: Interpretability, pattern mining, convolutional neural networks, gaming the system, learner behavior detection.

1 INTRODUCTION

Neural networks are increasingly used in educational contexts for tasks such as knowledge tracing (Sarsa et al., 2022) and learner behavior detection (Botelho et al., 2019). However, despite their powerful predictive abilities, neural networks’ lack of transparency makes it difficult to interpret how they make decisions. In an effort to address this issue, Jiang & Bosch (2021) proposed an approach for increasing the interpretability of a specific type of neural network—convolutional neural networks (CNN)—by implementing regularization in the loss function that constrains the weights of the convolutional filters to be binary rather than continuous. Since each learned filter serves as a different pattern that the network is seeking in the data, making filter weights binary makes it far easier to understand which combinations of student actions the model considers important. This approach follows a philosophy of interpretability, which is fundamentally different than explainability methods such as SHapley Additive exPlanations (SHAP; Lundberg & Lee, 2017). Rather than conducting a posteriori analyses of inputs and outputs, Jiang & Bosch (2021) alter the inner workings of the model itself to make it easier for humans to understand.

While Jiang & Bosch (2021) demonstrated the effectiveness of their technique for discovering useful predictive patterns, they did not analyze the meaning of the discovered filters. To fill this gap, the present study explores interpretable CNNs to measure a well-studied learner behavior—that of gaming the system, or “attempting to succeed in an interactive learning environment by exploiting properties of the system rather than by learning the material” (Baker & de Carvalho, 2008). Models of gaming the system have been created using different approaches, including machine learning,
knowledge engineering, and a hybrid of the two (Paquette & Baker, 2019). Paquette et al. (2014) elicited details about the specific learner action patterns that experts consider when labeling gaming behavior. This provides an interesting baseline against which to compare an interpretable CNN, both in terms of accuracy and the specific patterns identified.

Phase 1 of our research, presented in this paper, aims to answer the following research questions: (1) How does the accuracy of a CNN model compare to an expert-created model for gaming-the-system classification? (2) What is the impact on performance when making CNN filters more interpretable via regularization? This project is about more than gaming the system or marginal performance improvements. Rather, we explore whether interpretable neural networks can provide valuable predictive information, while allowing us to understand the patterns they recognize in learner behavior. Future work will more specifically compare the CNN’s discovered patterns to patterns identified through expert knowledge elicitation.

2 METHODS

To more accurately compare our results with prior studies, we used data previously reported in Paquette et al. (2014). It consists of sequences of actions from 59 students using the Cognitive Tutor Algebra system during an entire school year. Cognitive Tutor tasks students with solving multi-step mathematical problems and can provide on-demand hints. A total of 10,397 clips (i.e., student action subsequences) were previously labeled by an expert (Baker & de Carvalho, 2008) and contained 708 examples of gaming the system behavior (6.8%). Each clip contained a minimum of 5 actions and needed to last at least 20 seconds. If a clip was shorter than 20 seconds, additional blocks of 5 actions were added until the duration was at least 20 seconds. Overall, 84% of all clips contained 5 actions, while 12% contained 10 and the rest were various lengths. We used the same held-out test set as Paquette et al. (2014), consisting of 25% of the total data. The same study identified constituents, which are designed to capture elements of the students’ problem-solving behavior that experts pay attention to when looking for gaming the system behavior: for example, whether a student reuses the same answer in a different part of the problem interface or the student enters consecutive similar answers. Each constituent is a binary feature (i.e., the constituent is either observed or not for a given action) and is designed to have a meaningful interpretation with regards to how students solve problems. We used these same constituents as our inputs when training the CNN.

We trained a neural network with a single convolutional layer. To make use of clips that were not exclusively 5 actions long, we included an adaptive max pooling layer that condensed the output from the convolutional filters into the same length, making it possible to feed them all into the same fully connected layer for prediction. We further divided our training data into randomly selected training/validation sets of 80%/20%. We separately trained three models to select an early stopping point before overfitting to the training data began. We then used the average number of epochs among these to train a final model on the combined training + validation set.

To answer RQ2, we conducted the process described above twice: once with a model without regularization, and once with a model using the regularization term described in Jiang & Bosch (2021). This regularization is minimized when the parameters of convolutional filters are either 0 or 1, which enables interpretation of a filter as a sequential pattern that matches action presence and absence.
3 FINDINGS AND FUTURE WORK

Based on the validation stage, we trained the model with regularization (the more interpretable one) for 300 epochs on the entire training set. It obtained a Cohen’s kappa of .322 (accuracy=93.1%, precision=.490, recall=.278) on the held-out testing set. These results are comparable to the performance of the expert model described in Paquette et al. (2014) (kappa=.331, accuracy=88.7%, precision=.307, and recall=.528 on the held-out test set). It outperformed the machine learning model created by Baker & de Carvalho (2008), which achieved a kappa of .24 on held-out data (as reported in Paquette et al., 2014).

We also trained the model without regularization for 90 epochs, which obtained a kappa of .333 (accuracy=93.7%, precision=.582, recall=.261) on the held-out testing set. The accuracy improvement over the model with regularization was therefore very minimal. Given our goal of generating interpretable models, and the potential of our model with regularization to be more interpretable, these results are promising.

Our findings so far suggest that there is good reason to pursue interpretable machine learning models for detecting student behaviors such as gaming the system. CNNs in particular provide a powerful approach for analyzing sequential data that can be designed with both accuracy and interpretability in mind. To evaluate the claim of interpretability, the next phase of our project will consist of an in-depth analysis of the specific patterns the convolutional layer has identified in the student actions. As part of this analysis, we plan to compare these patterns with those defined as relevant to gaming-the-system behavior by a domain expert.
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ABSTRACT: In this trial, in order to understand the operational tendencies of each individual in home study using Japanese digital textbooks, we attempted to extract features from operation logs and classify individual tendencies based on the features. Principal component analysis was conducted using four metrics, and three features were extracted: frequent page movement, the length of time spent on clicks, and the number of device usages. Clustering based on the three features resulted in the following categories: little or no device use, short operation time and very high click frequency, operational tendencies that may have high engagement, and suspected of leaving devices unattended. Finding optimal values for the features extracted by PCA could help infer engagement from the operation logs.

Keywords: clustering; digital textbook; engagement; home study; learning log; learning styles

1 INTRODUCTION

Textbooks in Japan are certified by the Ministry of Education, Culture, Sports, Science and Technology (MEXT) to ensure their quality. They were previously supplied in paper form, but are now legally permitted to be provided in digital form starting in 2019. This allows for analysis of learning logs, making them more learner-friendly. However, although there have been a few LA studies on digital materials (e.g. Owatari et al., 2020; Sun et al., 2018), there have been no studies on how learners use digital textbooks that have passed the MEXT’s certification process. By analyzing data from digital textbooks used uniformly in Japan, it will be possible to obtain an overall picture of how textbooks are used in school education. This analysis could be used to improve targeted learning and instruction in the future. This study aimed to extract features of operation logs and classify individual operation tendencies based on the features, especially focusing on how they are used in home study.

2 METHODS

In this trial, in order to focus on the tendency of self-study operation without teacher intervention, we targeted home study. The target data consisted of operation logs during English home study (excluding weekdays from 8:00 am to 4:00 pm during class time) for approximately 10 months for first grade students at a public junior high school in Ibaraki Prefecture (71 students, around 12 years old, in three classes with one teacher in charge). We focused on four types of operation logs: page

1 https://www.mext.go.jp/en/content/20210325-mxt_kouhou02-200000029_1.pdf
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browsing, display of pop-up contents (e.g., videos), extracted display of screen elements (e.g., figures), and enlargement of the entire page.

We excluded operations unrelated to essential ones, based on Miyanishi et al. (2022), specifically device use less than 1 second and operations considered as leave (more than 4,464 seconds). This resulted in 63 users (6,982 cases) included in the analysis.

To extract the features of the operations, a principal component analysis (PCA) was performed on the standardized metrics in Table 1. Next, based on the extracted components, individual operation tendencies were classified using k-means clustering (number of clusters: 4). Finally, statistical significance was tested by Kruskal-Wallis test for each cluster and the features were analyzed.

3 RESULTS AND DISCUSSION

Table 2 shows the principal component scores and the results of their interpretation. The results of the Kruskal-Wallis test showed statistically significant differences in all metrics ($p<.01$). Figure 1 shows the results of the multiple comparisons by Steel-Dwass test for each cluster.

Cluster 1 (n=30): The users in cluster 1 are considered to have not used the device very much because each metrics was small. Cluster 2 (n=4): The users in cluster 2 are considered to have performed many clicks that involved switching pages frequently because of the large number of clicks and pages accessed. While some of the clicks were intended to be like operations with a lot of enlarging the screen, others were considered to be page jumping in a short period that are not relevant to learning (zapping). Cluster 3 (n=23): The users in cluster 3 are considered to be less likely to zap or leave the device because they do not have as many clicks and access pages as users in cluster 2, and they do not spend as much time on operations as users in cluster 4. Assuming that the number of device usages reflects their proactivity, we can assume that they were relatively proactive in using the device and performing clicks that were essentially related to learning. Cluster 4 (n=6): The users in cluster 4 are considered to have been reluctant to operate the device due to the low number of device usages. In addition, they may have left the screen open for long periods of time because they often operated the device for long periods of time. However, it is also possible that they may have been engaged in other learning activities during the prolonged operation. This point was not examined in this trial.

This trial is only limited to understanding device operational tendencies. When inferring learning engagement, defined as “active use of devices” in this trial, from device operation logs in future studies, it is expected that users as represented by cluster 3 will have the highest engagement. In this study, we focused only on device operation logs, but in the future, it will be necessary to examine metrics more closely to estimate engagement, and to conduct analysis based not only on operation logs but also on the context of education and the theoretical frame.

Table 1: Metrics used in PCA.

<table>
<thead>
<tr>
<th>Metrics</th>
<th>Description</th>
<th>Mean (SD)</th>
<th>Median</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of device usages</td>
<td>Number of device usages during the period</td>
<td>3.3 (3.6)</td>
<td>2.0</td>
</tr>
<tr>
<td>Device use length</td>
<td>Total seconds per device use</td>
<td>1,382.6 (1,111.5)</td>
<td>1,152.5</td>
</tr>
<tr>
<td>Click count</td>
<td>Number of operations per device use</td>
<td>28.7 (27.9)</td>
<td>24.7</td>
</tr>
<tr>
<td>Interval duration</td>
<td>Average time elapsed after each operation per device use</td>
<td>76.9 (81.5)</td>
<td>50.0</td>
</tr>
<tr>
<td>Pages accessed</td>
<td>Number of pages accessed per device use</td>
<td>7.7 (5.3)</td>
<td>7.0</td>
</tr>
</tbody>
</table>

Creative Commons License, Attribution - NonCommercial-NoDerivs 3.0 Unported (CC BY-NC-ND 3.0)
Table 2: PCA results.

<table>
<thead>
<tr>
<th>Variables</th>
<th>PC1</th>
<th>PC2</th>
<th>PC3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Frequent operation on a wide range of pages</td>
<td>0.18</td>
<td>0.30</td>
<td>0.93</td>
</tr>
<tr>
<td>Long time device usage</td>
<td>0.12</td>
<td>0.69</td>
<td>-0.21</td>
</tr>
<tr>
<td>Number of device use during the period</td>
<td>0.67</td>
<td>0.02</td>
<td>-0.12</td>
</tr>
<tr>
<td>Device use length</td>
<td>-0.22</td>
<td>0.66</td>
<td>-0.21</td>
</tr>
<tr>
<td>Pages accessed</td>
<td>0.67</td>
<td>-0.02</td>
<td>-0.17</td>
</tr>
<tr>
<td>Accumulated percent</td>
<td>0.39</td>
<td>0.71</td>
<td>0.89</td>
</tr>
</tbody>
</table>

Figure 1: the statistics of the metrics for each cluster.
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ABSTRACT: Many native Japanese speakers tend to speak English with a mora-timed rhythm. This poster presents the implementation of an English speech rhythm training method for native Japanese speakers using speech rhythm conversion technology. Preliminary experiments at a Japanese high school confirmed the effectiveness of the speech rhythm conversion. The system was also extended to accommodate training on the internet.
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1 INTRODUCTION

Many native Japanese speakers have difficulty communicating successfully in English with native English speakers. The difference between Japanese and English is not only in pronunciation, accent, and intonation but also in speech rhythm. English has a stress-timed rhythm and Japanese has a mora-timed rhythm (Grabe and Low, 2002), but native speakers of Japanese tend to speak English with a mora-timed rhythm. In speech rhythm training, it is common to imitate a native speaker’s English speech. However, there are many differences other than speech rhythm, and it is difficult to know what to imitate, making effective training difficult.

We have developed a speech rhythm conversion technique that converts only the speech rhythm of English speech uttered by native Japanese speakers into a stress-timed rhythm. Since only the speech rhythm is converted, it is expected that trainees will be able to acquire the correct speech rhythm efficiently by imitating the converted speech. In this paper, we report on the development of an application for English speech rhythm training using this technology and the verification of its effectiveness through a demonstration experiment with Japanese high school students.

2 SPEECH RHYTHM CONVERSION TECHNIQUE

The speech rhythm conversion technique (Hiroya and Taguchi, 2020) consists of non-negative temporal decomposition (NTD) (Hiroya, 2013) and deep learning (DL). Speech contains both frequency and temporal information. NTD decomposes the vocal tract spectral sequence estimated from speech into a frequency spectrum and a temporal function for each phoneme (Figure 1). The temporal function is smooth with a value of [0,1]. DL devised a rule to convert the temporal function of native Japanese speakers into that of native English speakers using a corpus of English speech by 350 native Japanese and 700 native English speakers. The speech rhythm conversion is performed by replacing the temporal function of the English speech of the native Japanese speaker with that of the stress-timed rhythm obtained by DL. With this speech rhythm conversion, only the speech rhythm can be
changed to a stress-timed rhythm without changing the frequency information of the native Japanese speaker. It can be converted for any English speech. The difference in phoneme duration with native speakers was reduced from 42.7 ms to 27.7 ms after the conversion (Hiroya and Taguchi, 2020).

It is desirable to be able to display the speech rhythm score of the English speech during speech rhythm training. Therefore, in this study, the score was obtained by modeling the relationship between the change in the temporal function before and after the conversion and the speech rhythm rating by the native English speakers (out of 100 points) using DL.

3 IMPLEMENTATION OF TRAINING TOOLS

Speech rhythm conversion was demonstrated in a prototype implementation. The first client application was dedicated to Android. It connected directly from the client to a server on a Wi-Fi network. In the first experiment, conducted in 2021, five servers were deployed in a high school, where twenty-two students were divided into five groups, and the clients and servers were connected so that conflicts are unlikely to occur. However, when converting, it was necessary to occupy all the computation units of the GPU on the server, so sometimes conflicts occurred and there was a wait for the conversion.

The latest client application is available in an HTML browser (Figure 2). To allow for more participants without conflicts, we made some changes to the conversion server and introduced a load balancer to distribute conversion requests across a group of servers (Figure 3). As mentioned earlier, servers need to be occupied, but as long as all servers are not congested, requests can be assigned to servers in a round-robin fashion so that conflicts do not occur. The load balancer also automatically resend requests if all servers are busy. Therefore, it can handle multiple conversion requests from many students without changing the communication protocol between clients and servers. The entire system was then deployed over the Internet after a network security assessment to allow students to access it from home on their own devices.
4 PRELIMINARY EXPERIMENTS

Twenty-two second-year students (16M, 6F, 16 y.o.) from Miura Gakuen High School in Yokosuka, Japan, participated in the first experiment. The experiment took place in a classroom, and students were given Android smartphones with the application installed. In the pre- and post-training tests, students spoke the same 20 English sentences, and their pre- and post-test scores were compared to assess the training effect. For training, students uttered the English sentences differently from those on the test, and if their score was less than 80, they repeated the imitation of the speech with the speech rhythm converted until their score was 80 or higher. The training session lasted 30 minutes. In addition, five of the students who participated in the experiment were tested three months later to verify the sustainability of the training. During this period, the students were not given the application or encouraged to practice speech rhythm. Results of the experiment showed that training significantly improved the speech rhythm score ($t(21) = 2.08$, $p < 0.001$). The improvement rate was 12% (average score 59.2 to 66.3). The training effect was sustained after three months.

To verify long-term training effectiveness, the second experiment began in November 2022 and will last until February 2023, with eleven participants attending the same high school. Participants used the web application at home via the Internet on their personal devices. The English sentences for training are 20 sentences each week, and pre- and post-training tests would be performed.

5 CONCLUSION AND FUTURE PERSPECTIVES

This paper proposed a method for training English speech rhythms for native Japanese speakers using a speech rhythm conversion and confirmed its effectiveness. We also proposed its expansion to the Internet. By changing the model, speech rhythm training in other languages is also possible. In addition, synergistic effects can be expected by combining the training with other training such as pronunciation. Since the availability of the system has increased because of this deployment, we plan to develop training and analysis methods for educational settings, including high school teachers.
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ABSTRACT: Explainable recommender systems enhance personalized learning by helping learners understand why a recommendation was made. As an important part of personalization, the learner model is being opened to the learners to promote meta-cognitive skills such as planning and monitoring learning. Educational explainable recommender systems and open learner models are discussed independently in the literature as they do not necessarily overlap. In this study, we propose a fusion system which provides explanations of recommended learning activities by visualizing the concept hierarchy to the learner. We describe the design of the system and the learning effects we can expect.

Keywords: educational recommender system, learner model, concept hierarchy, explainable recommender system, meta-cognitive skills

1 INTRODUCTION

Recommender systems provide personalized guidance for the next learning activity based on learners’ understanding of the knowledge. Providing explanations for the recommendation can increase the transparency of the system, improve learners’ trust towards the system, and promote learners’ acceptance of the recommendation (Khosravi et al., 2022). From another perspective, personalization in technology-enhanced learning relies on the construction of a learner model which holds the information about the learner’s current knowledge states, learning style, and so on (Bull, 2020). Beyond the primary role of enabling the system to generate personalization, opening the model to learners can promote meta-cognitive skills such as monitoring, planning, and reflection in learning (Bull, 2020).

Both explainable recommender systems and open learning models share the purpose of enabling learners to understand their learning progress and how the system supports their learning. However, these two concepts were insufficiently discussed in the same research context as: a) recommender systems do not necessarily provide explanations based on the learner model; and b) open learner models do not necessarily make recommendations on learning. In this study, we are interested in knowing whether we can achieve both benefits if a recommender system explains its recommendations based on the learner model it builds. Several works have attempted to incorporate the element of learner models into the explanations of recommended learning activities (Abdi et al., 2020; Barria-Pineda et al., 2021; Dai et al., 2022). However, these studies did not adopt graphical presentation of the learner model and did not explore how the topic-based explanation improves the learning from a meta-cognitive perspective. To address this, we propose a learning activity
recommender system which explains its recommendations via visualizing the concept hierarchy of its learner model.

2 PROPOSED SYSTEM

I. Concept-hierarchy-based recommender system

We construct the learner model on a concept hierarchy where the nodes represent important concepts in this subject and the edges represent “part-of” relationships between concepts. As illustrated in the left part of Figure 1, the concept of Numbers and equations contains sub-concepts such as Expressions, Real numbers, and so on. At the lowest level, the concepts are associated with learning materials including specific pages in the textbook and the quizzes with different levels of difficulties. We use badges to indicate learners’ completion rates of the concepts, where gold indicates high, silver indicates medium, bronze indicates low, and white indicates zero completion rates, respectively. We assume that the concept hierarchy help learners to manage their knowledge—navigating among available learning contents, monitoring knowledge acquisition, and fostering an overall perspective of the domain knowledge.

The primary purpose of the system is to support the learning of the concepts such as reviewing the textbook and solving quizzes (Flanagan & Ogata, 2018). We extend Flanagan et al.’s (2019) learning behavior modeling framework to capture various learning activities with a more fine-grained level adapted from Bloom’s taxonomy (Swart, 2010). As illustrated in the right part of Figure 1, the links under a concept redirect the learners to an ebook reading system, where the learners can mark the content they find difficult or important, take memos, write down their answers, and report their self-assessment. We devise a simple incrementing method to estimate learners’ completion rate of each leaf concept in the hierarchy based on the learning activities. For example, adding a marker is an action of identifying knowledge, which indicates the recognition of knowledge and gets a score of 1. Besides, deleting a marker is an action of reviewing the knowledge, which indicates the comprehension of
knowledge and get a higher score of 2. After computing the completion rates of the leaf concepts, we propagate the completion rates to the ancestor concepts.

For the recommendation, we devise a simple incrementing method to compute the recommendation score of the concepts. If learning activities (e.g., undeleted marker, unattempted quiz) requiring remedial actions happen, we increment the recommendation score of the concept. We then adopt the greedy algorithm to rank the concepts based on the necessity of remedy. As illustrated in Figure 1, we display and explain the recommendation by highlighting the concept and adding textual information of the contributing learning activities.

3 CONCLUSION AND OUTLOOK

In this study, we proposed a learning activity recommender system which provides explanations by opening the concept hierarchy to the learners. As a fusion of explainable recommender system and open learner model, we expect the learning effects of both sides. In the future work, we plan to evaluate the system’s effects on improving the acceptance of the recommendations and the meta-cognitive skills through real-life experiments.
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ABSTRACT: Information and Communication Technology (ICT) and digital learning tools have been widely used as assistive tools to support unique needs in special needs education. Such technology-enhanced learning environments enable us to apply learning analytics (LA) to process log data to support learning and teaching for different needs. However, the utilization of logs in learning practices in special needs education is still under-researched. This paper proposes how Learning and Evidence Analysis Framework (LEAF) can be applied in special needs education and discuss opportunities and challenges in conducting evidence-based learning in the distinctive learning environment using the concept of Universal Design for Learning (UDL).
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1 BACKGROUND: UNIVERSAL DESIGN FOR LEARNING AND SPECIAL NEEDS EDUCATION

The promotion of individually optimized learning support is attracting attention. However, each learner is different, and in a learning environment that involves students with special needs education, learning becomes even more complex. Research in special needs education, therefore, required systematic guidelines for identifying the types and the levels of evidence for scientific and effective evidence-based practices (Odom, et al. 2005). Universal Design for Learning (UDL) is widely used as a guideline that proactively accommodates the diverse and variable needs of all learners. It systematically designs learning plans with the intention of addressing individual differences of learners and promoting the inclusion of all learners (Rose, 2000). The concept of UDL is applied to the proposed approach of Learning Analytics-driven practices in special needs education using the Learning and Evidence Analysis Framework (LEAF) to support learners with different needs. LEAF is a framework to support an evidence-based education to accumulate, analyze, and predict the resulting learning behavior and outcomes to support various stakeholders in their own context (Ogata, et al. 2018). In regular classes, most of the curricula do not accommodate the diversity of each individual, while in special needs education, a curriculum is created that suits each individual needs. LEAF can be adapted to diverse learning environments of special needs education as a scaffolding for learning support that accumulates “Yes, I did it!” of each learner.
2 LEAF FOR SPECIAL NEEDS EDUCATION

2.1 LEAF and its potentialities

Teachers choose an optimal method from various ones and use the one that is considered to be optimal for each individual. These days, there are many assistive tools and applications available that can be used to support individual “Yes, did it!”, but what is missing is visualizing and sharing logs. Teachers cannot observe learning initiatives at home, and parents cannot observe initiatives at school on a daily basis. It is also important to provide opportunities for learners to be able to learn by themselves anytime, anywhere. LEAF provides a learning environment and a place for reflecting and confirming that builds up “Yes, I did it!”. There are four components of LEAF: a Learning Management System (LMS) like Moodle, an e-book reader called BookRoll, a Learning Record Store (LRS) to accumulate and encode logs from BookRoll, and a set of LA dashboards called LOG PALETTE that visualizes the encoded logs. Teachers can upload visual and auditory materials integratedly in BookRoll, and learners can zoom in and out on the screen. Learning facilitating functions such as markers can be used for highlighting critical information to emphasize the information and memo can be used for annotation purposes. Users can also write directly on the BookRoll memo interface using a touch pen or fingers. Learning logs are visualized in LOG PALETTE, providing important support for evidence-based approaches in the context of special needs education. Learning support with LEAF is intended for students with special educational needs (e.g., learning disabilities) and teachers, as well as other stakeholders such as homeroom teachers, parents, and school administrators.

2.2 Pilot study

BookRoll in LEAF has been used for daily learning activities in a resource room in an elementary school (Toyokawa, et al., 2022). The resource room is a place where students with milder disabilities or difficulties attend to receive additional support while registering in a regular class. LOG PALETTE has been used to share their learning process and outcomes with teachers and parents (not all parents) and analyze data. For example, a log of a child’s direct handwriting behavior (ADD, UNDO, REDO) for one semester revealed two patterns of handwriting behavior. One is no modification and the other is a repeated undo/redo pattern. Giving one example of the later pattern, it shows that undo and redo were mainly seen at the character level. There were six UNDO and REDO kanji (kanji), and katakana twice. Hiragana was undone twice, one without REDO and one rewritten to Kanji. At the sentence level, pen stroke analysis revealed that the names of friends and the words “everyone”, “this member” and “friend” appeared in the sentences, and they were erased or rewritten several times. These are examples of what pen stroke analysis possibly presents, such as learners’ writing difficulties, feelings, and what they value in their daily lives. These logs can be shared with teachers, homeroom teachers, and parents, and can be used as material for discussing the child’s growth and subsequent support. Figure 1 shows the framework of the LEAF and sample logs from LOG PALETTE pen stroke analysis.
3 CONCLUSIONS AND FUTURE WORK

Our aim is to provide a data-driven special educational environment in which we can find learners' stumbling points and special abilities from their learning logs and use them as materials for judging the contents of support, which can provide confidence to those students and support. Log accumulation and visualization provide learners with special needs and their families with along with other stakeholders various possibilities to maintain continuous and seamless support. For future challenges, first, in terms of system affordance and dashboard design, conciseness and attractiveness, such as variation of colors and font should be considered to increase accessibility so that anyone can understand at a glance. Moreover, additional auditory options shall be considered as alternatives for visual information. Second, it would be an issue to provide continuous support to teachers with the cooperation of researchers and system developers. The teacher’s guidance greatly affects the growth and development of learners. In addition to improving the expertise of teachers regarding special needs, support using technology requires knowledge of operating the system and data literacy. Lifelog maintenance and transfer are the last issues needed to be mentioned. Special needs support requires constant review and updates of data. And the presentation of the log is asked throughout their lives. Securely managing learner logs across schools and institutions and seamlessly transferring data into the future is essential. While collaborating with stakeholders including the learner’s families, our ultimate goal is to establish a learning environment that can provide optimal individualized support over the long term, and pursue more flexible and practical educational support.
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ABSTRACT: Explainable recommendation, which provides an explanation about why a quiz is recommended, help to improve the transparency, persuasiveness and trustworthiness. Recently, some explainable recommenders were proposed in the educational field. However little research focused on the tailored intervention. We proposed personality based tailored explanation for improving engagements and motivation to learn. Students are clustered into different segments based on Big Five personality traits and tailored explanation for recommended quizzes are provided based on their personality trait. As a preliminary result we found significant click rate on recommended quizzes with tailored explanation compared with control group. This result suggests that tailored explanation will be effective for improving engagements, motivation to learn and trustworthiness.
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1 INTRODUCTION

Explainable recommendation, which provide explanations about why an item is recommended, can improve transparency, persuasiveness and trustworthiness (Zhang and Chen 2020). Recently, some explainable recommenders were proposed in the educational field. However, the way of generating explanation are limited such as explanations about difficulty, learning history or relevance knowledge for recommended quizzes and not consider students’ cognitive perception or personality. In the public health research, tailored interventions, which are designed to reach one specific person based their unique characteristics, have been shown to be effective for behavioral change (Sohl and Moyer 2007). In the perception survey of explainable recommender, some students were convinced by the explanations than others (Takami et al. 2022), suggesting that the explanations should be more tailored to the individual student. This study draws inspiration from tailored intervention research in public health research, we propose personality based tailored explanation as one of explanation for recommended quizzes. We show the preliminary results indicating the effectiveness of our personality based tailored explanation approach for e-learning engagements. This approach expected to improve not only engagements but also motivation to learn and trustworthiness.
2 OUR APPROACH

First, we perform clustering on the Big Five personality traits and good at math scales by k-Means. 217 high school students in mathematics course were divided into optimal three groups labeled Diligent (high consciousness), Fearful (high neuroticism) and Agreeable (high agreeableness) as shown Figure 1. We prepared three different explanation for each three group according to previous personality based persuasiveness study in psychology (Wall et al. 2019), e.g. Diligent tend to be persuaded by authority. Thus, for Diligent cluster, Authority based explanation “Three of your top achievers have solved” are generated from top achievers learning log as shown Figure 2. For Fearful and Agreeable cluster, Commitment and Peer explanation are also generated from learning log for each cluster. We implemented this explanation generation function into existing explainable recommender system.

Figure 1: Clustered personality traits

Figure 2: Screenshot of recommender UI

3 PRELIMINAL RESULTS

We conducted an 18 day A/B test to compare usage between intervention group (n= 106) with personality based explanation and control group (n= 111) without personality based explanation. As the blue and red colors in the Figure 3 show, the number of access and the number of clicks on recommended quizzes are higher in the in intervention group than in the control group. Table 1 shows the number of view (accessed on recommendation page) and the number of clicked on the recommended quizzes. Acceptance rate in tailored intervention group (with personality based
explanation) is 3.9 times higher than control group (without personality based explanation). These results suggest the positive effectiveness of our personality based explanation to engagements and motivation to learn. A Chi-square test and the results revealed significant difference among View count and Click count ($\chi^2 (2)=40.5057, P<0.001$). This analysis revealed that tailored intervention group significantly tend to click the recommended quizzes more than control group.

A Chi-square test and the results revealed significant difference among View count and Click count ($\chi^2 (2)=40.5057, P<0.001$). This analysis revealed that tailored intervention group significantly tend to click the recommended quizzes more than control group.

![Figure 3: Overview of Recommender Usage](image)

**Table 1: Recommender Usage: Summary of system Accessed and Clicked counts**

<table>
<thead>
<tr>
<th>Condition</th>
<th>View count (accessed)</th>
<th>Click count (on recommended quizzes)</th>
<th>Acceptance Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intervention</td>
<td>818</td>
<td>255</td>
<td>31.2%</td>
</tr>
<tr>
<td>Control</td>
<td>406</td>
<td>35</td>
<td>8.6%</td>
</tr>
</tbody>
</table>

Acceptance Rate = click count / view count

4 CONCLUSION

Explanations about why an item is recommended is important in explainable recommendation in educational setting for improve persuasiveness and trustworthiness. However, the various ways of explanation are possible. We propose personality based tailored explanation for improving engagements, motivation to learn and trustworthiness.
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ABSTRACT: With the emergence of learning analytics, data-sharing practices and privacy have become a major concern for different stakeholders in educational settings. Recently, this issue has been accentuated by the rapid development of virtual reality (VR) tools which, because of their multimodal nature, are likely to raise further concerns regarding student privacy. In this context—of quick technical development and evolving data-privacy frameworks—it is critical to have a clearer grasp of the privacy perceptions of different stakeholders regarding the use of VR in education. To address this issue, this study looks at how PhD candidates in education perceive VR learning rooms from the positionality of students, instructors, and researchers. The purpose of this poster is to investigate the privacy perceptions of 30 PhDs, exploring their different identities and roles regarding data collection and privacy.

Keywords: Multimodal learning analytics (MMLA); virtual reality (VR); immersive virtual environments; student privacy

1 INTRODUCTION

Privacy issues are a growing concern in the field of learning analytics (LA) and scrutiny over data sharing practices and student privacy continues to grow. An important reason behind this is that poor handling of privacy issues has hindered the development of the field (Prinsloo et al., 2022). It is also evident that future progress of LA will have to address the technical and legal challenges associated with the ethical use of student data. It is in this context that we are also seeing the rapid adoption of virtual reality in educational settings. Platforms such as Second Life, Active Worlds, and Mozilla Hubs have attracted considerable attention from educators (Reisoğlu et al., 2017) and have been employed to promote “alternative learning ecologies” that, among other things, potentialize student reflexivity and promote experiential learning (Gamage et al., 2011; Kuznetcova & Glassman, 2020). However, while immersive virtual environments offer a plethora of possibilities in designing new spaces for learning, their multimodal nature presents further challenges for those wishing to engage in data sharing and privacy inquiry using these tools.

2 CONTRIBUTION

Unfortunately, it remains the case that privacy issues are seldomly addressed in the educational context where LA is advancing (Prinsloo et al., 2022). When it comes to multimodal data-collection this problem is compounded, and systematic reviews have shown the challenge of privacy is consistently overlooked (Alwahaby et al., 2021). For these reasons, this research seeks to contribute to our understanding of privacy in MMLA by investigating the data-sharing perceptions of PhD candidates in VR environments. Because PhDs often perform multiple academic roles – e.g., coursework, teaching and research duties – they have a unique perspective on both the value and the
privacy cost of educational data that is valuable for this pilot study.

The contribution of our research can be summarized as follows: (1) an investigation of the privacy expectations of PhDs candidates in relation to multimodal VR learning spaces; and (2) an investigation of how academic roles inform diverging perspectives of data sharing and privacy.

3 METHODOLOGY

3.1 Participants and Ethics

We planned to recruit a sample of 30 PhD students from two universities who had undertaken teaching assignments. As the purpose of this pilot study is to understand whether perceptions of data sharing and privacy in VR learning classrooms may differ across academic roles, PhDs who have undertaken teaching duties have multiple experiences and perspectives from students, instructors, and researchers. Therefore, the group of doctoral candidates is well-positioned to take on the variety of academic perspectives needed in this preliminary study. Prior to the start of the experiment, each participant will be given written informed consent to participate in the study. As the experiment does not require the collection of any personal information, the study does not require special ethical approval under Norwegian law.

3.2 Experiment Design

The experiment will take place in a small VR lab at the University where participants will be briefed on the various steps of the procedure prior to the experiment. Once participants are ready to start, they will put on a commercial VR device and be asked to enter an immersive VR application designed in Mozilla Hubs for the purpose of the study. The virtual environment consists of a multimodal data-literacy learning room. In this open-ended space, they will learn about the various ways in which MMLA collects data from participants, with different sections of the space offering materials in the form of texts, graphics, videos, audio, and GIFs. In the following example, we depict a section of the experimental space with information about biometric data collection (Figure 1). Participants will learn through this VR experiment that immersive virtual environment, when combined with multimodal devices, can be extremely rich for the purpose of LA: many previously uncollectable data such as facial expressions, muscle tension, and ambient light, can be captured. At the end of the VR task, participants will fill out an online questionnaire using a tablet. The whole process is expected to take about 30 minutes.
3.3 Survey

As previously mentioned, participants will be asked to fill out a questionnaire at the end of the experiment. The questionnaire will be divided into three parts: their perceptions of data sharing and privacy as students regarding VR learning classrooms, their perceptions of data sharing and privacy as teachers regarding VR learning classrooms, as well as their perceptions as researchers. The purpose of the questionnaire is to understand their expectation of data sharing and privacy in the VR learning room from different roles. The questionnaire using psychometric scales is excerpted below (Table 1).

Table 1: Excerpt from the survey on students’ perspective of MM data sharing in VR.

<table>
<thead>
<tr>
<th>Data type</th>
<th>Description</th>
<th>Willingness to share</th>
</tr>
</thead>
<tbody>
<tr>
<td>Biometric Data</td>
<td>includes the user’s eye movements, heart rate, facial expressions, and muscle tension</td>
<td>1-5</td>
</tr>
<tr>
<td>Environmental Data</td>
<td>Such data pertains to the user’s surroundings, such as temperature, lighting, and sound behavioral patterns, such as track how one studies and interacts with the virtual environment</td>
<td>1-5</td>
</tr>
<tr>
<td>Behavioral Data</td>
<td>these are used for logging in to the various virtual worlds that users will be interacting with</td>
<td>1-5</td>
</tr>
<tr>
<td>User IDs and Passwords</td>
<td>where do you use the VR equipment, such as stores or restaurants</td>
<td>1-5</td>
</tr>
<tr>
<td>Time and Location Data</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

4 EXPECTED RESULTS AND FUTURE WORK

We expect to see a significant discrepancy between participants’ perceptions of data privacy when different academic roles are taken into consideration. While doctoral candidates are well positioned to understand the educational advantage of multimodal data collection as they relate to teacher inquiry and learning analytics, we expect that participants will also be hesitant to consent to their data in a variety of use cases. In the future, we will include a broader range of educational data stakeholders (e.g., undergraduate students) to conduct the experiment.
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ABSTRACT: Data Science (DS) is an interdisciplinary field with applications in many domains. Data Science Problem Solving (DSPS) requires learners to hone in higher-order reasoning and decision-making skills to apply them to solve real-world problems. Mastering DSPS requires a careful design of educational interventions to provide learners with ample practice opportunities. This study is the first attempt to explore a set of Caselets - bite-size self-paced scalable case studies to support the deliberate practice of DSPS with graduate-level students in a university setting. Through various predictive models, we note that prior knowledge and self-reported metacognition play a major role in predicting learning gain. Moreover, a graph-based analysis reveals interesting structures of self-reported metacognition, prior knowledge, and Caselet’s performances at varying granular levels. We discuss the implication of those analytics to future iterations of pedagogical design and data collection.
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1 INTRODUCTION

Data Science (DS) education is often biased toward teaching component skills, including a conceptual understanding of methods and the programming skills involved in data wrangling and modeling, which prepares learners mostly to know WHAT and HOW. However, this is quite different from what learners must do in the real world, where they solve DS problems by answering WHAT, WHEN, and WHY. The difference between teaching component skills and problem-solving skills is a giant and challenging gap (Rittle‐Johnson & Koedinger, 2009). To address this challenge, we utilized Caselet (Chen & Dubrawski, 2018) - a scalable case-based learning intervention - to provide learners with opportunities to practice DSPS skills using authentic, real-world problems.

While cognition involves acquiring knowledge as a mental action, metacognition is the process of thinking about one’s thinking which is a higher order of cognition. Metacognition requires learners to know how to learn and reflect on their learning while solving problems (Winne & Azevedo, 2014). Caselets, as a special case of problem-solving, require learners to monitor and regulate their problem-solving process. Therefore, quantifying metacognition is needed to evaluate the effectiveness of metacognitive awareness in solving problems and learning gain in the DSPS context. Researchers have used the Metacognition Awareness Inventory (MAI) as a self-reported measurement (Schraw & Dennison, 1994) to assess metacognitive processes.

This study primarily focuses on analyzing the cognition and metacognition aspects of DSPS. It aims to (1) elucidate the relationship between cognition, metacognition, and learning gain; (2) inspect the similarity among DS knowledge components uncovered from the Caselet practice performance.
2 **LEARNING CONTEXT**

We collected the data from a graduate-level data science course in a university setting, with 24 graduate students. We piloted Caselets (i.e., DSPS practices) that were introduced by (Chen, & Dubrawski, 2018). By design, the skills required to solve the Caselets might not strictly align with the course contents. As such, learners were required to do research independently. This extra learning requires learners to use metacognition skills to discover their knowledge gap and find ways to fill it.

3 **DATASET DESCRIPTION**

The dataset includes aspects of cognitive and metacognitive processes. Metacognition is measured by MAI that has 52 items divided into two main components: 1) Knowledge about Cognition (KC) which measures declarative knowledge, procedural knowledge, and conditional knowledge, and 2) Regulation of Cognition (RC) which measures planning, information management strategies, comprehension monitoring, debugging strategies, and evaluation. The cognitive aspect consists of three assessments: pre-assessment, formative assessments (i.e., Caselets and course assignments), and post-assessment. All the cognitive assessments are Multiple-Choice Questions (MCQs) mapped to DS knowledge components. The frequency and occurrence of those components in the three assessments vary; some occur in all.

![Figure 1: (A) Graph showing pairwise correlation among cognition and metacognition components (nodes) with each edge representing a significant correlation; (B) Graph showing pairwise cosine similarity among Caselets' knowledge components; only edges with significant correlations are retained.](image)

4 **EXPLORATORY DATA ANALYSIS**

We use pairwise Pearson correlation to explore the correlations between and within learners’ performance for MAI, pre-assessment, and Caselets. The result is presented as a sparse graph in Figure 1A, which shows that cognitive processes are highly correlated, and MAI components (KC and RC) are also highly correlated. Though no direct relationship (edge) is observed between the pre-assessment and the Caselets, several edges link MAI and Caselets, suggesting a plausible role of metacognition in explaining the Caselet practice performance. Similarly, we quantify cosine similarity based on the Caselets’ performance vector in each knowledge component to capture the structure among them. As shown in Figure 1B, Model Selection node centers on the graph with relationships to all the other components, i.e., learners who answered model selection related questions correctly tend to answer the other questions correctly, and vice versa. This correlation reflects the importance of mastering this component. In contrast, Experiment Design node seems **uncorrelated** to the other components.
5 Predictive Model

We conduct ANOVA goodness-of-fit tests on a set of nested linear regression models to evaluate the contribution of given factors in predicting learning gains. As shown in Table 1, compared with the baseline model using only the cognitive factors in the pre-assessment, adding metacognition proxied by MAI significantly improves the model performance. However, adding Caselet performance does not show significant improvement, which is worth more investigation. Finally, when assignments are added, the model shows significant improvement.

<table>
<thead>
<tr>
<th>Model 1</th>
<th>Model 2</th>
<th>P- value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pre-Assessment</td>
<td>Pre-Assessment + MAI</td>
<td>4.00e-10*</td>
</tr>
<tr>
<td>Pre-Assessment + MAI</td>
<td>Pre-Assessment + MAI + Caselets</td>
<td>1.96e-01</td>
</tr>
<tr>
<td>Pre-Assessment + MAI + Caselets</td>
<td>Pre-Assessment + MAI + Caselets + Assignment</td>
<td>3.82e-03*</td>
</tr>
</tbody>
</table>

6 Discussion and Future Work

Using data collected from a field study where we piloted Caselets with data science students, we explored cognition and metacognition aspects of the learning and their contribution to predicting learning gain in DSPS. We note that MAI seems to be able to provide predictive value in addition to prior cognitive knowledge. These findings resonate with a prior study (Winne & Azevedo, 2014) on the critical role of metacognition in learning. The graph-based analysis of knowledge components further elucidates the relationship among various knowledge components involved in DSPS, which may be used to guide instructors in allocating limited support resources to focus on critical knowledge components.

As part of ongoing work, we model the learners’ knowledge growth in DSPS using a larger dataset. We will also consider metacognition while modeling the learners’ knowledge growth. In addition, we have designed a system to capture the learner’s digital traces while practicing Caselets. Those traces will help to capture fine-grained cognitive and metacognitive processes. Those lines of research will allow us to gain deep insights into learners' cognition and metacognition toward mastery of DSPS. They may also provide data-driven evidence for designing effective pedagogical interventions to support learners to become competent problem solvers for real-world DS problems.
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ABSTRACT: In this paper, an approach is introduced to generate formative textual feedback with the idea to use already existing prepared text snippets that are pre-selected by a supervised machine learning model. The approach is based on existing tools that are extended to be suitable for teachers with low technical skill levels. It uses the trusted learning analytics approach. As state-of-the-art technology still does not provide high-quality results, the teacher is always held in the loop as the domain expert who is supported by a tool, and not replaced.

Keywords: Formative Feedback, Online Learning, Teacher Support, Higher Education

1 INTRODUCTION

Feedback is an essential factor for supporting successful learning processes and outcomes (Hattie & Timperley, 2007). In higher education, summative assessment (and feedback) are predominant, used for grading and comparing learners at the end of a course or unit. Formative assessments focus on providing learners with feedback on their performance and next steps. Hence, feedback can be defined as “information provided by an agent (e.g., teacher, peer, book, parent, self, experience) regarding aspects of one’s performance or understanding” (Hattie & Timperley, 2007). Elaborated feedback offering information on task-, process- and self-regulation level has been found to be most effective for learning success (Wisniewski, Zierer, & Hattie, 2020). However, providing learners with informative feedback at scale is challenging (Lim, et al., 2020) and a time-consuming task. Thus, it is not surprising that formative feedback is often limited to sample solutions or short paragraphs. This proposed approach aims at supporting teachers in creating feedback with text blocks that are pre-selected automatically, combined, and arranged to create feedback for new learner submissions.

2 RELATED WORK

Despite the examination of computer-generated feedback for decades; the creation of highly informative feedback is very complex, where machines can be supportive, but do not replace teachers (Chen & Cheng, 2008). The variety of texts created by learners is manifold, which is hard to evaluate automatically (Landauer, 2003). Due to the low quality of computer-generated feedback, its application can lead to high frustration levels (Ware, 2011). Even available state-of-the-art automatic writing evaluation tools, like proofreading tools to detect mistakes in submissions of language learners, do not meet teachers’ expectations (Rüdian, Dittmeyer, & Pinkwart, 2022). Finally, the teacher remains essential in the learning process to provide feedback. Thus, instead of providing computer-generated feedback to learners directly, a teacher-in-the-loop approach is of high importance. Therefore, the process to create feedback must be intuitive without the need for complex adjustments. In the domain of education, decisions coming from computer-generated feedback tools...
must be explainable. This is a key component of the trusted learning analytics approach (TLA) (Hansen, Rensing, Herrmann, & Drachsler, 2020). One solution is the tool OnTask (Pardo, et al., 2018), which can principally be used to generate texts based on pre-defined text snippets and rules that use trace data. Based on such rules, decisions can be justified and explained. If for example, the learner submits a text and the tool recognizes that the learner skipped watching a related learning video, which is implemented as a rule, then feedback is given using the snippet with the advice to have a deeper look at the learning material. However, it is essential to educate teachers so that they get an understanding of the versatility of such software. Teachers must have scenarios in mind, which must be implemented in rules. From the practical perspective, this is a pitfall as teachers want to focus on their domain to create learning material and not on scenarios that possibly can exist (Ware, 2011).

3 FRAMEWORK

![Figure 1: Approach to train a supervised machine learning model and process to generate feedback for new learner submissions.](image)

The approach (Fig. 1) proposes a teacher-in-the-loop approach that is based on pre-defined text snippets to provide feedback on task-level for writing tasks. Such snippets can be extracted from already given feedback texts or from best practices in the literature. Text snippets must meet the condition to be related to a scale (e. g., Likert scale, binary (yes/no) scale). In the training process, teachers create feedback by selecting pre-defined text snippets. The idea of using such snippets is not new, but a helpful step for teachers to reduce the required time to create feedback. Then, snippets are stored including the rating on the scale, e. g. whether a learner correctly applied a concept, or not. NLP features are extracted from user artifacts (e. g. textual submissions). Features can be based on sentiment analysis, word-sense disambiguation, argument mining, or others. Such features are then used to train a supervised machine learning approach, with ratings as labels. Explainable methods such as random forest trees are favored. For all labels that can be predicted with acceptable accuracy, a model is stored. Then, for new learner artifacts of the same task, ratings can be predicted. The teacher gets those predictions so that related text snippets are automatically pre-selected when the teacher aims to create feedback. Based on those selections, a final feedback text is generated. Besides, a reinforcement learning approach is used. The teacher can change pre-selections. Thus, new training
data are continuously created to train the model with more data to become more generalizable. Also, the student can evaluate feedback to obtain a critical view of its applicability. The main idea is to separate teachers from the NLP approaches, that run in the background.

4 DISCUSSION

The proposed approach enables more fine-grained feedback and dynamic support compared to a pre-defined rule-based approach only. To cope with limited resources for the provision of formative feedback in higher education, the proposed approach aims at enhancing teachers’ practices and reducing their workload when providing highly informative feedback on text artifacts which in turn enables learners to derive appropriate future learning activities. One major concern of using AI in educational contexts is that the algorithms are difficult to comprehend or do not provide actionable outcomes thus potentially resulting in limited acceptance by the stakeholders. This might be supported by the simplicity of the proposed approach that enables teachers creating feedback without the need for abstract technical skills plus by being grounded in the idea of TLA of having the human in the loop of an explainable approach. Furthermore, the model is updated by human feedback, emphasizing humans as active participants in this reciprocal learning process. Hence, in upcoming iterations of the project, stakeholders’ perceptions on the tool and the feedback generated will be investigated. Moreover, in experimental studies the impact of the approach on students’ learning processes and outcomes will be examined systematically, which is a high demand in the field.
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ABSTRACT: Educational researchers have pointed to socioemotional dimensions of learning as crucial in gaining a more nuanced description of student engagement and learning. However, to date, only a handful of learning analytics researchers have focused on analysing emotions in collaborative learning environments. In this poster paper, we present our ongoing work attempting to identify sentiment in asynchronous online discussions. We also discuss future efforts to analyse emotions based on multimodal datasets and the plan to design a multimodal learning analytics system to capture students’ emotions during collaborative learning activities.
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1. INTRODUCTION

There is increasing attention to uncovering the many facets of sentiment and emotion from online discourse to gain a more nuanced description of student engagement and learning, as well as an interpretation of the complex dynamics generated during collaborative learning activities [1]. Despite the considerable recognition of emotions as critical to understanding students’ learning processes, empirical research on collaborative tasks such as online discussions has focused on social interactions by looking at patterns of relational connections between the different participants, leaving the dimension of emotions relatively untouched. To date, very few academic content-related sentiment studies have been reported in the literature.

The origins of emotion-centred work in education resulted from serendipitous findings, which related emotion as a component of studying motivation and other student beliefs and understandings [2]. This early work called for new theoretical frameworks, which would acknowledge the “person-in-context” [2]. Since then, research around emotion in educational settings has often relied on self-reported scales or think-aloud protocols [1]. While these approaches are helpful in a targeted research context, they can become extraneous if the emotion is not the direct target of inquiry. One approach to studying emotion in learning settings is through the natural language processing method, Sentiment Analysis (SA), which has predominantly been used for analysing learner affect on course structures, both as an indicator of attrition rate and student performance [3]. In this paper, we present ongoing work attempting to use sentiment analysis to analyse the sentiment polarity (positive, negative and neutral) of students’ contributions within asynchronous online discussions. We also discuss future efforts to design a multimodal learning analytics dashboard that uses multiple modalities to capture students’ emotions during collaborative activities.
2. DATA, PARTICIPANTS, COURSE CONTEXT, AND ANALYSIS

The data used in this study was extracted from the discussion forum contributions posted on Canvas, a learning management system, within a blended bachelor's course at a public university in [blinded]. This course is a part of the university's bachelor's in pedagogy. The course had 34 students and four teachers. There were six learning modules in the course, and weekly online discussions were created based on each module. The seven discussions form the basis of the data used in this study. To prepare the data for sentiment analysis, the textual data was translated into a qualitative data table where each row contained one post. Each post was labelled as responding to either the primary forum prompt or another participant’s post. Additional metadata included the week the post was made, the participant who posted it, and the position of the post in a sequence of all posts for a given week.

To perform sentiment analysis, the sentiment of each post was analysed using the Valence Aware Dictionary for Sentimental Reasoning (VADER) model [4] that is present in the Natural Language Toolkit library. VADER captures both the polarity and magnitude of overall sentiment within a text. Posts were considered holistically as documents in the model, and each word contributed to the overall valence. The number of positive, neutral, and negative words are then normalised to yield independent scores, which are aggregated to create the compound sentiment score. Using this model, an overall sentiment score was assigned to each post using the compound variable with a threshold of -.05 drawing the bound between negative and positive_neutral. This binary classification scheme is supported by prior work, demonstrating that such a system more consistently identifies negative sentiment in education-related texts [5].

3. PRELIMINARY RESULTS

The VADER analysis identified 311 of the posts as either positive or neutral and 20 posts as negative. Sixteen students in the course discussion contributed in ways that were identified as negative. Of these, four also received negative responses from other students. Six students received negative responses while not contributing themselves negatively. The main post of weeks two and seven received direct negative feedback. Furthermore, some weeks had higher occurrences of Negative posts than others did. Weeks 2 and 7 were the highest among all weeks, while Week 5 received the least number of Negative posts (See Figure 2). Moreover, a qualitative analysis of the negative posts showed that negative sentiment is connected with students connecting course content to Personal experiences or being critical of some topics. For example, Week 2’s discussion seemingly centred on Personal connections to the course aligning with the prompt itself, which asked students to discuss their experiences with Educational Technology. This topic is highly relatable for the students and offers an opportunity to share everyday experiences. Negative posts in this week shared two themes: waste and teacher education (or lack thereof). Furthermore, some weeks had higher occurrences of Negative posts than others did. Weeks 2 and 7 were the highest among all weeks, while Week 5 received the least number of Negative posts (See Figure 2).
4. CONCLUSION AND NEXT STEPS

We applied the VADER algorithm to explore how posts from academic discussion forums would be sorted based on their sentiment. We found that VADER could identify posts and indicate patterns of relationships to weeks and between participants. The preliminary insights provide evidence that sentiment analysis can provide valuable insights into students’ attitudes during collaborative learning tasks. Such information could be leveraged to provide a more nuanced and detailed understanding of how learners respond and engage with academic content or collaborative tasks. The teachers can use this information to design or adapt the collaborative tasks based on the identified sentiment (e.g., areas of concern or conflict) to foster a more positive, productive, and engaging learning environment.

To support the use of sentiment analysis for making timely learning design decisions, we have developed an automated teacher-facing dashboard (CADA) that captures the sentiment polarity of students’ discussion posts in real-time (6). We plan to extend the current work by studying specific emotions (e.g., anger, frustration, joy, boredom, amusement, anxiety) expressed during collaborative learning tasks using multimodal datasets such as video recordings, student reflections, diaries, and interviews. Our future work aims to develop a multimodal learning analytics feedback system that automatically captures students’ emotions during collaboration. Similar to (6), the multimodal feedback system will be pluggable into the Teams platform to offer students and teachers timely formative feedback about their emotional and epistemic states during collaborative tasks.
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ABSTRACT: This poster presents preliminary results in identifying reflection prompts that are most likely to provide meaningful insight to undergraduate student motivation to persist in engineering. A classification algorithm was used to determine student motivation levels for a variety of prompts, and these classifications were then compared to observed motivation to persist in engineering over time. Five prompts that had the greatest alignment and five prompts that had the least alignment are presented as example cases. By identifying students in need, this work can provide them scalable and timely support.
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1 INTRODUCTION

Written reflection tasks provide value for both students and instructors alike; students gain value from taking part in metacognitive activities, while instructors gain value from the insight into what their students are thinking and feeling. However, it is challenging to scale up attentive and timely review of these reflections. Therefore, learning analytics work is being done to leverage the speedy pattern-finding of a computer and the context of an instructor when reviewing student written reflections.

Previous work has shown that text classification algorithms were able to differentiate between negative and positive motivation in written reflections with sufficient agreement to a human reader (Pluskwik, 2022). However, questions remain as to how the motivation level demonstrated within a specific prompt aligns with motivation to persist within a program over time. For example, some prompts may elicit student responses that all demonstrate positive motivation but do not necessarily predict persistence in engineering over time. This work intends to overcome the limitation by exploring which types of prompts are most likely to differentiate between high and low motivation over time.

2 METHODS

This study looked at written reflections from 45 undergraduate engineering students from the same engineering program. During their third and fourth years, students were assigned weekly reflection prompts. The 81 reflection prompts were grouped into 6 categories: General, Technical Competencies, Design, Professionalism, Future, and Teamwork.

Each student’s response to each prompt was classified using an algorithm that assigns a probability of showing positive motivation versus negative motivation. This algorithm has been tested previously on its ability to classify student reflections by motivation level with sufficient agreement to a human...
reviewer (Pluskwik, 2022). This classification was then compared to multiple faculty members’ observation of that student’s motivation to persist in engineering over time. The faculty made these classifications by considering their interactions with the students, and they used the motivation continuum from self-determination theory (Deci, 2012) as a framework.

Each prompt was then assessed using a variety of metrics including accuracy, precision, recall, and ROC AUC score (the area under the receiver operating characteristic). This paper reports on the ROC AUC score because it quantifies how well the model distinguishes between the two classes (negative motivation versus positive motivation) by using the probability scores from the classifier for each reflection. The ROC plots the false positive rate versus the true positive rate at each decision threshold. A perfect classifier’s ROC would have an area under the curve of 1, and a random classifier’s ROC would have an area under the curve of 0.5.

3 RESULTS

Results are shown in Table 1 and Figure 1. Table 1 shows the five prompts that elicited responses that were most aligned with overall motivation to persist in engineering, as well as the five prompts that elicited responses that were least aligned with overall motivation to persist in engineering. Figure 1 shows the ROC AUC curves for these ten prompts.

<table>
<thead>
<tr>
<th>Code</th>
<th>Question</th>
<th>Category</th>
<th>ROC AUC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Q1</td>
<td>Describe the professional goal [you made] and the progress you have made.</td>
<td>Professionalism</td>
<td>0.764</td>
</tr>
<tr>
<td>Q2</td>
<td>How did your individual contributions impact project completion?</td>
<td>Teamwork</td>
<td>0.689</td>
</tr>
<tr>
<td>Q3</td>
<td>What steps can you take to achieve that improvement [with your team]?</td>
<td>Teamwork</td>
<td>0.685</td>
</tr>
<tr>
<td>Q4</td>
<td>Describe the take-away knowledge [from your design project].</td>
<td>Design</td>
<td>0.671</td>
</tr>
<tr>
<td>Q5</td>
<td>Which of the actions of an engineer do you feel most qualified in doing? Why?</td>
<td>Professionalism</td>
<td>0.663</td>
</tr>
<tr>
<td>Q6</td>
<td>How might you learn from this experience to help others in your engineering career?</td>
<td>General</td>
<td>0.401</td>
</tr>
<tr>
<td>Q7</td>
<td>Which of these skills [listed] do you think are your strengths?</td>
<td>Teamwork</td>
<td>0.368</td>
</tr>
<tr>
<td>Q8</td>
<td>Engineers have an obligation to contribute to their communities. How do you plan to contribute to your communities after graduation?</td>
<td>Future</td>
<td>0.363</td>
</tr>
<tr>
<td>Q9</td>
<td>How do you see mindfulness as being of value to you in the context of your engineering career?</td>
<td>Future</td>
<td>0.333</td>
</tr>
<tr>
<td>Q10</td>
<td>What are the 3 most important aspects of interpersonal communication?</td>
<td>Professionalism</td>
<td>0.167</td>
</tr>
</tbody>
</table>
Figure 1: An ROC AUC graph showing example curves for Q1-10. Q1 has the greatest area under the curve, and therefore the greatest alignment with observed motivation over time. Q1-5 (purple) have better than chance alignment, meaning that the classifications of the students’ responses to those questions were strongly aligned with their observed motivation to persist in engineering over time. Q6-10 (gold) have worse than chance alignment, meaning that the classifications of the students’ response to those questions were poorly aligned with their observed motivation to persist in engineering over time.

4 CONCLUSION

This work indicates that some reflection prompts are better than others at giving insight into long-term motivation. Reading these student reflections takes time, and it can be challenging for instructors to identify trends and patterns in responses across semesters. Therefore, this approach provides a solution for instructors by analyzing student responses in real time and determining if the student is showing signs of negative motivation to persist in engineering. It should be noted that there are many factors that play into whether a student persists in engineering. Therefore, the goal of future work is to not be able to perfectly predict student outcomes, but rather to empower instructors to provide timely support to students who need it most.
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ABSTRACT: Open online learning spaces, such as MOOCs, have the potential to provide affordable and widely accessible education. However, research has shown that persistence and completion rates among MOOC learners are concentrated in specific, developed, predominantly English-speaking regions. The way these courses are designed using different proportions of learning activity types (learning design) potentially influences learners’ persistence. A large and growing body of learning analytics research has been conducted on the analysis of voluminous behavioral data produced and stored in course logs. However, limited work has considered the variability in the contexts in which the behaviors occurred. This poster shares selected results from two linked learning analytics studies. The first study explored the association between learning designs and learners’ persistence. The second study examined variations in self-reported preferences for learning designs and allowed to understand the observed differences in the first study. Both studies take into account variations in learners’ geo-cultural subgroups. The behavioral patterns mirror existing inequalities which suggests that the design of courses is unable to improve upon the status quo. A careful consideration of possible heterogeneity in data evidently makes learning analytic outcomes more pervasive and contextually appropriate.

Keywords: Learning analytics, data-informed decision-making, human-centered design, equity

1 INTRODUCTION

Massive Open Online Courses (MOOCs) are often recognized for their scalability and global reach. However, regardless of their potential to facilitate affordable and widely accessible learning, there is a disparity across the globe in terms of enrolment and performance (Kizilcec et al., 2017). The way courses are designed may have a critical predictive role in keeping learners engaged. Contextual characteristics such as regional, cultural, or socioeconomic factors may also help us understand learners’ experiences, and thereof, their persistence in a course. A MOOC learning design comprises different proportions of activities, for example, instructional videos, reading material or articles, discussion-based activities, and assessments. Prior work points to potentially distinct learning activity type priorities across distinct cultures. A large and growing body of learning analytics research remains focused on various approaches to improve the overall learner experience and overall engagement, and limited work (e.g., Sha, et al., 2022) has explored outcome variations, for example, across disciplines or various contextual indicators.
Consideration of the cultural heterogeneity in the learners’ population enables research to advance beyond a one-size-fits-all approach to analytical solutions for various subgroups. An aggregated analysis tends to favor larger, privileged groups over smaller, less privileged groups. Most learning analytics methods inspect behavioral data as a large and heterogenous collection of information to inform decisions. Such methods err more in one direction and potentially favor the majority group while leaving behind under-representative groups. We argue that any strategic plans for improvements resulting from, or guided by, overall data analysis may in fact be biased. This poster shares evidence from two studies underlining the promise of subgroup analyses in learning analytics.

1.1 Study 1: Predictive link between course learning activities and persistence

This study leveraged the log data of 49,582 learners from ten MOOCs developed by the Open University (OU) and offered via the FutureLearn platform. The courses were diverse and each week contained steps with several types of activities: articles, discussions, videos, and quizzes. Using the GLOBE framework, IP-based locations were categorized into ten geo-cultural clusters: e.g., Sub-Saharan Africa (AF), Confucian Asia (CA), Eastern Europe (EE), Germanic Europe (GE).

![Figure 1: Contrasting behavior of learners from Anglo-Saxon (top) and South Asian (bottom) subgroups. (Note: nA, nV, nD, nQ = number of Articles, videos, discussions, quizzes)](image)

Survival analysis was used to quantify the predictive association between the number of learning activities (e.g., videos, articles, quizzes, and discussions) and the hazard to persistence. The percentage of activities learners accessed was used to operationalize persistence. Following that, group-level analysis was performed to see if the degree of association was different for different geo-cultural subgroups. To reduce the risk of finding spurious relationships between several significant two-way interactions between the learning design constructs and geo-cultural groups, penalized Cox Regression (LASSO_Cox) was used. As illustrated in Figure 1, the group-level analysis revealed that a change in the types of learning activities is associated with opposite hazard profiles for the two largest geo-cultural contexts in the dataset: Anglo-Saxon (AS) and South Asia (SA) (source: Rizvi et al., 2021).

1.2 Study 2: Learners’ perceptions of various learning design elements

The study discussed above analyzed activity engagement behavior data stored in the course logs. What remained unclear was how learners perceived the role of different learning design activities in retaining their interest in the course. Therefore, a mixed-method study was conducted that allowed to examine the reasons behind observed differences using semi-structured interviews with...
FutureLearn MOOC learners (n = 22 from seven geo-cultural regions). The interview transcripts were analyzed using sentiment analysis to assess participants’ perceptions of the various elements of learning designs. The R package `sentimentr` was used to approximate the sentiment polarities.

The nature and direction of sentiments and self-reported activity preferences varied across the geo-cultural context. Figure 2 shows an elevated positive score for instructional videos in South Asian learners but less positive sentiment in learners residing in the Anglo-Saxon region (source: Rizvi et al., 2022). The sentiment score variations would have been conflated in a single measurement for each activity type if they were not compared across the theoretically meaningful, geo-cultural contexts.

2 CONCLUSION

While learning design variations may be one factor, other factors have also contributed to global gaps in MOOCs, such as language proficiency, insufficient technical resources, and digital literacy levels in different contexts. Further research is needed to see what the learning analytics field can accomplish with similar methods while making interpretations and inferences from the behavioral data that was generated within the context in which the behavior occurred. We believe that context awareness can help make learning analytics more meaningful, transparent, and contextually appropriate.
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Algorithms play a critical role in education decisions, and incorrect predictions or inferences lead to discrimination towards specific groups. For this study, we look at Learning Analytic Programs to understand their teaching methods, materials used, and other content that can aid in students’ understanding of algorithmic bias/fairness in relation to Learning Analytics. [Method] We conducted an online exploratory analysis, evaluating course descriptions and syllabi. Further, using a loose content analysis to code. [Results] Materials used in the course for algorithmic bias/fairness include lectures, slides, blogs, articles, and book chapters, with the core materials used to define the topic being journal articles. Most instructors assess their students through rich group discussions or reports. [Discussion] Based on such results, we provide and discuss initial findings and offer recommendations to improve the teaching of algorithmic bias and fairness in LA Programs.
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1 INTRODUCTION

In education, we see fewer cases of algorithmic bias compared to healthcare, and criminal justice [3]. Across the literature, algorithmic bias and fairness have varying definitions, such as a socio-technical phenomenon [6], unfair over-biased [4], the absence of bias and discrimination in a system [9] and [7] description that bias is an “inequitable prediction across identity groups” (p. 228). Collective harms of Algorithmic bias/fairness include loss of opportunity, economic loss, and social stigmatization[11]. Today, we find Artificial Intelligence (AI) systems in various fields, from reading medical reports to manuscript writing [5, 10]. The literature points to an increase in the adoption of algorithmic systems developed to reduce the time for predictions in vast amounts of educational data [9]. Machine learning (ML) and deep learning systems, subsets of AI, are promising to “increase learning” through predictive analytics, Intelligent Tutoring Systems, and Dashboards [2]. [3] show that in education, the algorithmic bias appears in three categories: race/ethnicity, nationality (comparing learners’ current national locations), and gender. Additionally, studies have found bias in models predicting graduation for indigenous learners [1] and bias against female learners [1, 8].

Although there is robust literature on the Ethics of Learning Analytics and Privacy, less is known about algorithmic bias, especially in LA classroom settings. However, it’s critical to prepare learning analytics researchers and practitioners to understand this important topic. This paper explores the state of teaching this important topic and discusses an agenda to improve teaching in this area. This study specifically examines: "RQ1: How do Learning Analytics Programs teach Algorithmic bias/Fairness in Learning Analytics Programs (topic or subtopic)?"
"RQ2: What teaching-learning materials (TLM) aid in students’ understanding of algorithmic bias/fairness in relation to Learning Analytics?"

"RQ3: What activities do students engage in to connect algorithmic bias/fairness to learning analytics concepts?"

2 METHOD

In this research, we specifically examined colleges and universities which offer a Learning Analytics Degree or Certificate. We did not include Learning Analytic MOOCs or single courses within University/College for this initial examination. Through an exploratory analysis, we used a Google search key words like "Learning Analytics" & "Graduate Certificate" or "Masters" or "PhD" or "Doctorate." We found sixteen LA Programs (15 US & 1 Australia). We examined the degree websites for individual course descriptions and the course syllabus (if available). If no information was located on the program website, we emailed a program coordinator requesting information using the research questions as a guide.

Each Course Description and Syllabus were scanned for Algorithmic bias or Algorithmic fairness using semi-loose content analysis. Once identified, we further analyzed whether it is taught as an individual topic or sub-topic. (We defined a topic as a week or longer with Algorithmic bias/fairness as the full topic, and a sub-topic means Algorithmic bias/fairness is mentioned within a broader topic such as predictive modeling). Once the descriptions were coded, the researchers looked to understand the teaching methods, materials, and other content used to aid in students’ interaction with algorithmic bias/Fairness in relation to Learning Analytics.

3 FINDINGS AND CONCLUSION

Within the 16 LA programs, we reached out to 14 schools with a 64% response rate.

RQ1: How do Learning Analytics Programs teach Algorithmic bias/Fairness in Learning Analytics Programs (topic or subtopic)?

For this study, out of the 64% of LAK programs that responded, only 40% teach a topic or sub-topic on Algorithmic bias/fairness. We found that out of 40% of those LA programs, 84% teach Algorithmic bias/Fairness as an individual topic, and two introduce Algorithmic bias/fairness in combination with another lesson. Like NYU, which mentions Algorithmic bias/fairness while teaching predictive models.

RQ2: What types of teaching-learning materials (TLM) aid in students’ understanding of algorithmic bias/fairness in relation to Learning Analytics?

We found that LA Programs use various materials to teach Algorithmic bias/Fairness. They use lectures, slides, blogs, articles, and book chapters. For instance, several LA Programs used the Baker and Hawn article “Algorithmic bias in Education” as a primary source on Algorithmic bias/fairness. For example, at NCSU, in their Intro to Learning Analytics course, students read a chapter from the book “Learning Analytics Goes To School” as part of a broader topic that includes workflow, ethics, and predictive analytics. At Brandeis University, students read a blog called “5 Algorithms that Demonstrate Artificial Intelligence Bias” and another blog by Kumar Chandrakant called “Biases in Machine Learning,” which looks at types of algorithmic biases in Machine learning.

RQ3: What types of activities do students engage in to connect algorithmic bias/fairness to learning analytics concepts?

Our results show that the LA programs that teach Algorithmic bias and fairness include activities that engage students in rich discussions through online discussion groups and projects. Another course at NCSU, Machine Learning, has students read the Baker and Hawn article and then post a discussion connecting Algorithmic bias to machine learning and responding to classmates. In another example, at the University of Pennsylvania, in the Big Data, Education, and Society course,
students engage in a sub-project where they conduct an assessment of the primary risks and challenges for their larger project. Connecting information learned from an earlier lecture to their real-world problem, thinking deeply about challenges or risks they may encounter in the machine learning lifecycle. Then they write a product explaining the steps needed to prevent the risks.

The initial results of this exploratory analysis indicate that LA programs recognize the importance of engaging students in understanding Algorithmic bias/fairness. However, there are inconsistent depths of how the subject is taught, if at all. We encourage Learning Analytics programs to proactively address factors contributing to algorithmic bias beyond theoretical assumptions. We suggest an initial agenda to improve the teaching of algorithmic bias and fairness in LA Programs.

First, developing a conceptual model to define teaching and learning of Algorithmic bias/fairness concepts, learning objects, and learning outcomes in the Learning Analytics courses. Working with industry leaders to understand what tools are used to mitigate and reduce algorithmic bias so that their students are industry-ready when graduating.

Second, improving the sharing of Algorithmic bias/fairness materials with open registered reports, open repositories, and open and FAIR data practices. Adoption of open source platforms such as GitHub to share materials and exchange towards benefiting both instructors and students.

Third, create a network of organizations and universities to foster sharing, open reviews, and idea exchange to make a community-level effort to prepare students to detect and mitigate algorithmic bias/fairness.

In conclusion, this paper offers emerging results of the current state of teaching about algorithmic bias and fairness in Learning Analytics Programs. From these results, we envisioned an initial agenda to improve the teaching of algorithmic bias and fairness in LA Programs. However, in the future, a deeper survey analysis that includes all LA programs would establish a richer agenda, thus contributing to the evolution of the teaching of algorithmic bias and fairness in LA Programs.
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**ABSTRACT:** This poster paper discusses tracking and analyzing student interaction with automated feedback for programming assignments on a large-scale. We described a replicable approach to provide student automated feedback for programming assignments using technology stacks that are free and accessible to everyone, as well as a preliminary study that predicts student struggles based on the described approach. This study concludes by discussing the potential of the replicable approach to implement automated feedback systems for learning analytics.
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1 **INTRODUCTION**

Automated feedback for programming assignments has been studied extensively in computing education from different angles. These include the tools that automate the process of providing feedback, how students interact with automated feedback, as well as how to design effective automated formative feedback (Chow et al., 2017; Ihantola et al., 2010). Despite the advances from different perspectives, there is still a lack of a simple and replicable approach to deploy automated feedback for programming assignments in large-scale computer science courses. The lack of replicable approaches to deploy automated feedback makes collecting data on how students interact with automated feedback challenging, which in turn reduces the possibility of replication research on this topic and limits further applications of automated feedback.

2 **METHODOLOGY**

We proposed and studied a scalable approach that implements automated feedback from programming assignments using widely adopted technologies, and collecting fine-grained data of student interactions with automated feedback. To achieve this goal, we combined two existing technologies that are widely adopted by programming professionals for other purposes to implement our automated feedback. The two technologies include version control systems and continuous integration tools.

**Continuous integration** is a development practice that emphasizes merging new code into a well-tested code base (Ståhl & Bosch, 2013). When the merging happens, all the code needs to undergo preconfigured automated tests. When continuous integration is adopted in learning and
teaching of programming, students are able to continuously update their code, see the updated code being tested, receive the feedback of the test and make further improvements accordingly. A version control system is a specialized type of database used by developers to store different versions of the source code (Casquina & Montecchi, 2021). When version controls and continuous integration are used together in the context of computing education, students can get unlimited formative feedback on their code quality whenever they store a version of their source code. In combination, version control systems and continuous integration can generate fine-grained data that inform learning analytics researchers of how students interact with automated feedback, and make progress towards problem solving.

In this study, we implemented automated feedback using Git as the version control system and GitHub Action as the continuous integration tool. The bridge that links Git and GitHub Action is GitHub, which is a cloud system that can host Git repositories. Git, GitHub, and GitHub Action work in concert to provide students automated feedback, and the process is shown in Figure 1. Both GitHub and GitHub Action have a set of publically accessible APIs that can be used for data collection.

![Figure 1. The architecture for data collection utilizing GitHub and GitHub Actions](image)

To test the capability of the system for learning analytics research, we collected and analyzed the data to explore how early and accurately we can predict student struggles in programming assignments. We collected data on one programming assignment in CS2 of 167 students. A student maintained a separate GitHub repository. While working on the assignment, students periodically pushed their progress to GitHub. Automated testing was performed on each push, and feedback was sent to students through emails, and can also be viewed through the web interface. Whether a student struggles on the assignment is the target of our analysis. For the ground truth labels, we chose to define “struggling” as that by the time the assignment was due, a student failed at least one test case. We collected data on each push and computed the following features accordingly:

- **Timestamp**: The timestamp of a push of code.
- **Lines of changed code**: The number of lines added and removed.
- **Test ratio**: The ratio between the passed test cases and the total test cases.
- **Error ration**: The ratio between compilation error numbers and push numbers.
- **First commit timestamp**: The timestamp of the first commit.

We experimented with a single node recurrent neural network (RNN) and long short term memory network (LSTM), a wide RNN and LSTM each with one layer of three nodes, and a deep RNN and
LSTM with multiple layers of multiple nodes. To serve as a point of comparison, we constructed a baseline model that does not require pre-training. Given a sequence of pushes belonging to a student, the baseline model finds the line of best fit to approximate the test ratio as a function of the normalized timestamp. This approximated function is used to predict at what time the student will pass all test cases.

3 RESULTS AND DISCUSSION

We used the area under the ROC (AUC) and how early a model successfully predicts student struggles as the metric to assess predictive power. To better evaluate our methodology and mitigate potential effects of heterogeneity in our dataset, we utilized 10-fold stratified cross validation. Beyond ROC, Our preliminary results are summarized in the following Table 1.

<table>
<thead>
<tr>
<th>Model type</th>
<th>Mean AUC &gt;= 0.7</th>
<th>Mean AUC &gt;= 0.8</th>
</tr>
</thead>
<tbody>
<tr>
<td>RNN</td>
<td>6.81 days</td>
<td>13.97 day</td>
</tr>
<tr>
<td>LSTM</td>
<td>4.27 days</td>
<td>7.88 days</td>
</tr>
<tr>
<td>Wide RNN</td>
<td>3.99 days</td>
<td>4.51 days</td>
</tr>
<tr>
<td>Wide LSTM</td>
<td>3.65 days</td>
<td>3.78 days</td>
</tr>
<tr>
<td>Baseline model</td>
<td>6.57 days</td>
<td>-</td>
</tr>
</tbody>
</table>

Our findings indicate that it is possible to build efficient machine learning models that identify student struggles on the data collected in just a few days. Additionally, our findings demonstrated the potential of the automated feedback system implemented using the combination of a continuous integration tool and a version control system. GitHub and GitHub Action, in particular, provide detailed documentation on how to use their APIs to collect data on student interaction with the automated feedback at a fine-grained level. Such a replicable approach to implement automated feedback systems and collect data has significant value for learning analytics researchers, such as making it possible to conduct replication studies on this topic, and building automated systems that identify and reach out to struggling students.
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ABSTRACT: Generating multiple-choice questions (MCQs) is a popular form of learnersourcing that benefits both the students’ higher-order thinking and the instructors’ collection of assessment items. However, student participation with such learnersourcing activities has often varied when the activities are optional. To better understand how student confidence impacts their engagement with learnersourcing activities, we deployed multiple optional MCQ generation activities across three courses at two community colleges. In an effort to measure if these interventions were reaching all students, we analyzed how students’ perceived confidence in the course domain influenced their participation in a set of optional MCQ generation tasks. We found that these optional learnersourcing activities were attempted by students from a wide range of confidence levels.
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1 INTRODUCTION

The confidence a student has in their own ability to succeed in a domain impacts the motivation they have towards the course, subsequently influencing their participation (Barak et al., 2016). When students are motivated to participate and engage, it leads to higher learning gains, particularly when learning activities are optional and student participation might be decreased. For instance, students may be asked to develop an assessment question, such as a multiple-choice question (MCQ), which will then be answered by another student. This is known as a form of learnersourcing, where students complete activities that produce new content that can be leveraged by future students (Moore et al., 2022). These types of question generation activities give us rich student data and help to improve courseware (Moore et al., 2022). However, they are sometimes presented to students in an optional manner depending on the context of the course and learning platform. In this research, we look to better understand how students’ confidence in a domain influences their participation with such optional activities.

Previous research has demonstrated that students with greater confidence in their academic abilities often have higher performance and participation rates in courses (Akbari & Sahibzada, 2020). There are several verified methods used by these studies to measure student confidence, such as a survey instrument which asks students to self-report their beliefs in how well they can do in the course domain (Honicke & Broadbent, 2016). These surveys provide an effective and low-stakes method to measure perceived confidence, which often correlates with academic performance. Student confidence has been linked to participation, impacting how often students complete optional activities found in courses (Makhija et al., 2018). In the present study, we investigate: How does a student’s self-perceived confidence in the domain affect their participation with optional activities?
2 METHODS

This study was conducted in three different courses at two 2-year community colleges located on the west coast of the United States. All three courses took place online during the fall 2021 semester. The three courses were introductory chemistry, advanced chemistry, and introductory statistics. There were a total of 64 unique students across all three courses. We utilize data that came from four to five week-long units that were used towards the beginning of each course. All three courses were deployed on the same learning platform, which has been used in previous studies involving online learning at community colleges (Moore et al., 2021). Each unit in these courses consists of five to ten related topics and takes roughly one week to cover. The units contain multiple pages of instructional content featuring text and brief instructional videos, along with formative assessments interspersed throughout intended as practice opportunities. They include multiple-choice, short answer, essay, matching, and fill-in-the-blank style questions. In addition to these standard activities, we placed a learnersourcing activity towards the end of each unit in each course that prompts students to generate an MCQ targeting any concept they learned from the unit. The MCQ generation activity can viewed here1. Finally, at the conclusion of each unit, students completed a summative quiz that assessed them on the topics covered in the given unit. At the beginning of each course, students were prompted to answer a set of 5-point Likert scale questions assessing their confidence in the course’s domain, followed by a brief demographic survey. The five confidence questions were adapted from a verified instrument for measuring confidence in different domains that has been utilized by previous research (Honicke & Broadbent, 2016).

3 RESULTS

The average student rankings (on a scale from 1 to 5) from the five confidence questions were 3.31, 3.85, 4.15, 3.00 and 3.76 respectively. An unpaired two sample t-test revealed no significant difference in the average reported confidence between female (M=3.59, SD=.32) and male (M=3.69, SD=.14) students; t(57)=.61, p=.548. There was likewise no significant difference in the confidence between first-gen students (M=3.61, SD=.28) and others (M=3.62, SD=.29); t(57)=.101, p=.921. A Kruskal-Wallis test was conducted to examine the differences of self-reported confidence and student ethnicities, which revealed no significant difference, H(2)=2.03, p=.363. To determine if more confident students were more likely to participate in the learnersourcing activities, we conducted an unpaired two-tailed t-test. There was not a significant difference in confidence between students that participated in the activities (M=3.62, SD=.19) and those that did not participate (M=3.61, SD=.46); t(57)=.05, p=.961. For the 37 students that did participate in some of the learnersourcing activities, there was no significant correlation between their average confidence score and the percentage of learnersourcing activities done out of the five available opportunities they had, r(35)= -.005, p=.976. We then investigated if a students’ self-reported confidence had an impact on their participation and performance with the formative and summative assessments found in the courses. We found no significant correlation between student confidence and quiz scores, r(57)= -.15, p=.267, or between their confidence and the number of formative assessments they worked on, r(57)=-.02, p=.869.

1 https://github.com/StevenJamesMoorer/LAK2023/blob/main/learnersourcing_interface.png
4 **DISCUSSION & CONCLUSION**

We originally expected that more confident students would both participate in a greater number of formative assessments and learnersourcing activities, in addition to performing higher in the course overall. However, our analysis revealed no significant effect of confidence on any of these participation or performance variables. It is unclear if the disconnect observed with the results of the confidence measures reflect discrepancies between self-reported measures, which have been used for years, and behavioral measures, which have more recently become the focus with improvements made to learning analytics (Quick et al., 2020). Students’ responses to survey items about their domain confidence are indirect measures, relying on introspective reports of one’s own beliefs and behavior, rather than direct measures of it. While being verified instruments for measuring student confidence, it is possible that the self-report measures themselves systematically biased the responses of the students, encouraging them to report higher levels of confidence in line with a more socially-desirable response (Podsakoff et al., 2003). Future learnersourcing efforts should continue to collect information regarding student confidence, which could be supported by incorporating participation and performance analytics, in addition to self-report measures, to gain a better understanding of how they might influence students’ contributions to learnersourcing tasks.

**REFERENCES**


What Happened When a University Retained a COVID-era Flexible Course Withdrawal Policy? Exploring Relationships Between Grading Policy and Equity

Rebecca L. Matz, Caitlin Hayward, Barry Fishman
University of Michigan
rlmatz@umich.edu, cholma@umich.edu, fishman@umich.edu

ABSTRACT: In response to the pressures of the COVID-19 pandemic, colleges and universities made substantial changes to grading-related policies, typically with the goal of providing flexibility to students. As the pandemic changed and waned, institutions often returned to pre-pandemic policies. Here, we explore equity-related outcomes from a university that has thus far retained a COVID-era course withdrawal policy that is more flexible than the pre-pandemic policy. Relying on records from more than 1.6 million course enrollments across nearly 90,000 undergraduate students, we find that the percentage of course enrollments resulting in withdrawals increased significantly from 1.8% in “pre-COVID” terms to 2.9% in “post-COVID” terms. Controlling for student and course characteristics with binary logistic regression including students’ typical course performance, we find that the shift to a more flexible course withdrawal policy was associated with an increased likelihood that female (vs. male) students, first-generation (vs. continuing-generation) students, and higher income (vs. lower income) students would withdraw from courses. The policy change was also associated with an increased likelihood of students withdrawing from STEM compared to non-STEM courses.
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1 INTRODUCTION

The pressure to earn high grades, especially in science, technology, engineering, and mathematics (STEM) courses, has weighed on undergraduate students for too long (Seymour & Hunter, 2019). While moderate academic stress can be a useful motivator for performance, on balance, the traditional grading system is fraught; inequitable policies, content overload, and other factors contribute to excessive pressure and focus on grades instead of learning (Kirschenbaum et al., 2021). At the University of Michigan (UM), the negative outcomes associated with an overemphasis on grades and strict grading policies were recognized well prior to the COVID-19 pandemic but the urgent needs posed by the pandemic provided fuel for making swift grading policy changes. In the name of flexibility, alleviating stress around grades, promoting a focus on learning over penalties, and supporting students from marginalized communities that were more often negatively affected by the pandemic, UM and nearly every other institution of higher education made substantial changes to the traditional grading system in response to COVID-19.

In the interim, higher education institutions have been eager to return to “normal” modes of behavior. Indeed, many universities fully returned to pre-COVID grading policies as soon as Fall 2020, imparting no flexibility for students beyond the first crisis term (Lederman, 2020). At UM, most grading practices reverted to pre-pandemic policies, however, a key COVID-era flexible course withdrawal policy has been retained to date. Here, we evaluate some equity-related outcomes from this policy comparing
pre-pandemic results to the most recent academic year. Given the significant effort required to implement grading policy changes at a large university, we contend that earnest assessment of such changes is imperative and that it provides valuable information for other institutions.

2 COURSE WITHDRAWAL POLICY CHANGES

The University has long employed a course withdrawal (also known as drop) policy that is common for semester-based institutions in the United States. Within the first three weeks of the term, students can withdraw without consequence (assuming they remain full-time students)—this type of course withdrawal is not considered herein because of the many reasons that students withdraw early on during the term. Instead, we consider students who withdraw from a course “late” meaning after the “drop date” three weeks into the term. These students receive a “W” as the grade on their transcript.

In Fall 2019 and earlier, students could initiate late course withdrawals between weeks four and nine of the fourteen-week term. Withdrawal requests after week nine were discouraged for all but the most serious circumstances, and they were rarely approved. In Winter 2020 (the initial COVID-impacted term at UM) and the following academic year (Fall 2020 and Winter 2021), students could withdraw up through the last day of the course without consequence and these were not recorded on the transcript. In Fall 2021, UM implemented a version of the withdrawal policy that is substantially like the pre-COVID policy (“W” grades were again recorded on the transcript) with one significant distinction leaving more power in the hands of students: students are now able to initiate late course withdrawals up through the last day of classes. This change added five weeks to the time for students to decide whether to withdraw from a course.

In this study, we identify the groups of students that made the greatest changes in their use of the more flexible withdrawal policy and in which types of courses the greatest changes were observed.

3 METHODS

Deidentified course enrollment, term, and demographic information was collected for undergraduates who enrolled in one or more full-term courses during the timeframes that we defined as “pre-COVID” (Fall 2014 to Fall 2019; 11 terms total) and “post-COVID” (Fall 2021 to Winter 2022; 2 terms total).¹ Summer terms and those most affected by COVID-related grading changes—Winter 2020, Fall 2020, and Winter 2021—were excluded. The dataset consists of 1,698,497 course enrollments from 88,475 students. The data transformations and analyses were carried out primarily with SPSS 28 and the study was considered exempt research by the Institutional Review Board.

4 RESULTS

Withdrawals represent a small but relatively stable percentage of course grades from term to term. Overall, in these pre-COVID terms, 1.8% of course enrollments resulted in withdrawal grades. In the

¹ We use the term “post-COVID” herein solely as a convenient contrast to “pre-COVID” in full recognition that the post-COVID term is imprecise and insufficient to convey the complexities of the timeline of the pandemic yet that most universities had made considerable shifts towards hybrid and even fully in-person modalities by Fall 2021 with concomitant returns to pre-COVID grading policies by then if not before.
post-COVID terms, this percentage increased significantly to 2.9% ($\chi^2 (1) = 1303, p < .01$); the odds of students taking a withdrawal were 1.6 times higher in post- than pre-COVID terms. Indeed, in exploring how different groups of students by demographic characteristics (sex, race/ethnicity, first-versus continuing-generation status, and socioeconomic status) changed their use of the policy, we found that every subgroup increased the rate at which they took withdrawal grades.

We used binary logistic regression to model the relationships between both demographic and course characteristics of interest (STEM vs. non-STEM and upper- vs. lower-division) and the likelihood of students withdrawing from their courses both pre- and post-COVID, including interaction terms, using grade point average in other courses to control for student performance (Huberth et al., 2015). All the following characteristics were associated with higher odds of withdrawing from a course in general: identifying with an underrepresented racial/ethnic group, being a lower-income student, the post-COVID timeframe, the lower-division level, and STEM disciplines. Of these, the most impactful covariate is discipline; the odds of a student withdrawing from a STEM course were 1.9 times higher than those for a student withdrawing from a non-STEM course. Importantly, the interaction terms in the model showed that with the more flexible post-COVID withdrawal policy, withdrawals were even more likely post- as compared to pre-COVID in STEM courses (1.3 times higher), for female students (1.2), for first-generation students (1.2), and for higher-income students (1.1).

5 DISCUSSION

The contrasting results with respect to first- versus continuing-generation status and socioeconomic status are particularly stark. The policy change itself—the addition of several weeks of flexibility for students to withdraw—is associated with a greater likelihood of both first-generation students and higher-income students withdrawing from their courses. Under the broad goal of educational equity, these results are pitted against each other in a way. While the change perhaps provides additional flexibility for first-generation students, we may also be observing unintended consequences; the additional flexibility may have provided a behavioral incentive for more privileged (higher-income) students to exploit the educational system in their favor by facilitating multiple retakes of the same course. Collecting rich qualitative information from students via interviews and surveys centered on their rationale for withdrawing from a course and how the withdrawal has affected or might affect their subsequent academic plans would help explicate the affordances and constraints of the more flexible withdrawal policy. Future questions of interest include the effects of withdrawal on students’ other course grades and withdrawal rates and on course retakes in subsequent terms.
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ABSTRACT: Although technology is ubiquitous in the homes and classrooms in the Global North, access to educational technology in the Global South is still out of reach for much of the population. This work describes an educational technology system, Yiya Air Science, to reach "last mile" students in Africa (specifically rural Uganda) where access to basic computers or smartphones is rare. Courses are deployed on a system of radio broadcast and basic texting phones (USSD). Yiya Air Science has deployed three courses focused on STEM skills and entrepreneurship as key learning outcomes. In this research, we are adopting state of the art learning science and engineering principles with fine-grained data collection and a continuous improvement loop.
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1 INTRODUCTION

Yiya Solutions, Inc.1 is building and studying an offline virtual classroom created for adolescent learners in rural Uganda that provides STEM education through radio broadcasts and basic keypad phones called Yiya Air Science. Their remote learning model does not require access to the internet, smart devices, or other advanced technologies. Thus, using simple interactive technologies, radio broadcasts, and keypad phones eliminates both physical and financial barriers that prevent many African children from receiving any sort of educational experience. Yiya Air Science ultimately aims to provide equitable access to higher quality education through interactive technologies for all Ugandan children living in under-resourced and remote communities. The curriculum develops resilience and problem solving in African youth through its advanced STEM educational content. Our primary goal in this research is to develop a research driven implementation with rich learning analytics and strong feedback loops for learning centered system improvement.

2 THE EDUCATIONAL TECHNOLOGY

The STEM content within Yiya Air Science aims to increase learner competencies and passion in pursuing STEM education. The course is structured to provide learners with skills to solve problems in their local communities and to make a change within their developing communities. The STEM content within the curriculum centers on students performing hands-on technological experiments at their homes, creating innovative quotidian products, such as solar food dryers and pedal powered

1 https://www.yiyasolutions.org/
washing machines. Yiya Air Science’s course content is taught to students on a daily basis, each week focusing on a step to construct the final innovative product. Every week, instructors inform students on the science and engineering methods behind each step in building the final product, interacting with students through daily questions, product building exercises, and creative examples related to the product. The duration of each course is about twelve weeks, beginning with an initial baseline survey and finishing with a final assessment and endline survey.

Even today, radios and basic keypad phones are the most commonly used and present technologies in Ugandan households, with 74% of these households possessing radios and eighty-seven percent possessing keypad phones (BBC Media Action, 2019). These technological items are also shared amongst neighboring households, making them easily accessible for all learners in Yiya Air Science. The modality of how learners utilize the interactive technologies, radios and keypad phones, used in Yiya Air Science is shown in Figure 1, and can be informed by the use of multimodal learning analytics (Liu et al., 2018). Each day, students will turn on the radio to access and listen to the channel that provides the lesson. Students prepare the materials needed to conduct a step in building the final product of the course, and follow the instructions on completing the step given by the instructor speaking in the radio broadcast. Instructors ask questions for listeners to answer through live call-ins or through the USSD application. Learners also complete weekly formative quizzes on phones.

Figure 1: Students listen to lessons on the radio and interact with the course through USSD texting.

At the end of the course, students are given a final summative assessment to review their knowledge and developed skills from the course. Instructors give the final assessment on radio by reading out each question and the answer options. Students provide their answers through the USSD application. Students who receive a passing grade of 75% or higher receive a certificate. Students are also encouraged to complete the endline survey to provide data on the impact of the course, compared to the baseline taken at the start of the course.

While courses are available to anyone, Yiya Air Science is designed for youth in low-resourced regions that are typically ruralistic, which prevent access to a multitude of basic educational opportunities. Youth living in rural areas must overcome cumbersome obstacles in order to receive the most basic
educational experience. These obstacles include long physical distances from homes to the closest school, which may be hazardous for these children to travel, and expensive schooling fees (Uchidiuno et al., 2018). Children’s labor is also unavoidably needed for subsistence farming, as it is the main source and income for many families living in rural regions, and other core responsibilities at their homes. Girls are more likely than boys to be kept home to fulfill household responsibilities. Living in rural areas also restricts youth from accessing technical resources, including internet connectivity, let alone basic educational resources (Uchidiuno et al., 2018). A survey conducted in 2017 showed that only 4% of Ugandans had used a computer in the previous 3 months (UNHS, 2018). Yiya Air Science is centered around youth in Northern Uganda who struggle from these impediments, compounded by decades of internal conflict. There are twenty-two million children in Uganda, of which only thirty-five percent of those children complete primary school (UNHS, 2018). The lack of education for younger Ugandan children is concerning, as forty-six percent of Ugandan children of ages six through twelve have never attended school. The impact of COVID-19 has only significantly decreased the number of children who attend schooling institutions.

3 Learning Analytics

Three different courses have been created and run in Yiya Air Science. Each course focuses on building a STEM based tool that can be used by the student. These include a solar food dehydrator, solar cell, and pedal-powered washing machine. All USSD phone data is logged to a SQL database backend that allows for robust analytics on the fine-grained interaction data. In addition, we apply multi-modal analyses that line up the student interactions with the radio broadcast similar to research on log data and video (Lui et al., 2019). This allows us to understand which broadcast the student is listening to and provide interventions to students through texts or robocalls. We examine a number of learning analytics including tracking learning by demographics and are building models to predict engagement and dropout utilizing existing model designs (Chatterjee et al., 2020) with the goal of adding interventions to encourage students to continue in the course.
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ABSTRACT: In this poster, we report an exam analysis with the purpose of identifying and closing student performance gaps. Specifically, we first conducted the difficulty and discrimination level analysis to identify the low-quality questions that are not fulfilling the testing purposes. Next, on each question, we explicitly investigated the performance gaps of the predefined performance groups. Finally, we conducted a text analysis to analyze the differences in the knowledge mastery levels of different groups. Our analytic results, on the one hand, specified the low-quality questions from different metrics for instructors to revise in future instructional practice. On the other hand, we also highlighted the instructional significance in conducting course level assessments for improving teaching and learning efficiency.
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1 BACKGROUND

Classroom testing is an important way for measuring student learning achievements in the teaching and learning environments. Testing results can both demonstrate the level of students’ knowledge proficiency and indicate the effectiveness of instructors’ teaching practices. A high-quality test is expected to discriminate different student performance groups, collect accurate evidence related to their learning achievements, and offer targeted insights for instructors to provide timely and personalized feedback (Behrens, 1997; Palimbong et al., 2018). In this study, we conducted a holistic analysis to examine the quality of questions in the final exam of a course called “Principles of Microeconomics” instructed at the University of Notre Dame during the 2021/22 academic year.

Particularly, this poster reports the collaborative efforts of the course instructor as a domain expert and the learning analytics group for analyzing student learning outcomes with the goal of optimizing the instructional practice to close the performance gap. As such, we first conducted question level analysis, such as difficulty level analysis (Lourdusamy & Magendiran, 2021) and discrimination analysis (Manalu, 2019). With this analysis, we can specifically identify the questions that need to be revised or do not fulfill the testing purpose. Then, based on the predefined student performance groups (i.e., Thriving Group, NonThriving Group, and DFW Group) with the course instructor, we investigated how different student groups performed on each question and identified the most difficult topics for each
group via group performance gap analysis and topic analysis. Specifically, in this poster, we investigated the answers to the following questions:

1. What are the difficulty and discrimination levels of each question in the final exam?
2. What are the performance gaps of the three groups on each question and the corresponding differences in knowledge proficiencies?

2 METHOD AND RESULTS

Our analysis focused on the questions in the final exam adopted in the course. The final exam includes 50 questions, 46 of them are multiple selections and 4 of them are filled in blank questions. To obtain the completed information about the knowledge tested in the exam, we analyzed both the question stems and options. There were 200 students participating in the exam in total.

2.1 Student performance groups clustering

We first clustered students into three different performance groups based on their final performance. After consulting with the course instructor, we define students with a score above B- as Thriving Group, between B- and C- as NonThriving Group, and below C- as DFW group. Figure 1 shows the basic statistical description of student performance in the final exam, from which we can find that there is a clear difference in the final exam performance of students in the three different groups. Specifically, Figure 1(a) describes the histogram of the student final exam performance, Figure 1(b) examines the distributions of all the students’ performance, and Figure 1(c) compares the performance differences across different performance groups.

![Figure 1: The basic statistical description of student performance in the final exam.](image)

2.2 Question Difficulty level analysis and Discrimination analysis

From Figure 2(a), we can find that question5, question8, question35 and question41 have higher difficulty levels with less than 40% of students answering correctly. As shown in Figure 2(b), the question discrimination index was calculated as the difference on the average exam score of top 27% of students and bottom 27% students (DeVellis, 2006). If the difference of the scores is in the range of 40% to 100%, we treat the question as having an excellent discrimination ability; between 25% to
39% with a good discrimination ability; and lower than 24% with an OK discrimination ability. As such, the questions with OK discrimination ability below the red line may need close examination to improve their corresponding discrimination abilities.

2.3 Performance gap analysis and topic analysis

From Figure 3(a), we can find that the large performance gaps among the three performance groups occur at the questions such as question20, question25, question30, and so on. According to Figure 3 (b)-(d), we can find that there are some topics all the three groups had difficulties with such as marginal cost, price setting, etc. And for some topics like those related Monopoly topics, the students in NonThriving and DFW groups seem to have more difficulties than those in the Thriving group.

3 CONCLUSION

Our study conducts a holistic analysis on the final exam questions with a purpose of analyzing the differences in knowledge mastery levels of student performance groups to support instructors to generate targeted interventions to close the performance gap. Particularly, our analysis allows instructors to identify questions that need to be better designed in terms of both difficulty level and discrimination ability to fulfill the assessment purpose. Moreover, by employing text analysis, in combination with the identified differences in knowledge mastery levels, our study also allows instructors to provide specific learning interventions for each group of students to close the performance gaps.

Acknowledgement: We appreciate the support from Kevin Abbott and Andrew Craker for collecting data on our project.
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ABSTRACT: With the development of recommender systems (RS), several promising systems have emerged, such as context-aware RS, multi-criteria RS, and group RS. However, the education domain may not benefit from these developments due to missing information, such as contexts and multiple criteria, in educational data sets. In this paper, we announce and release an open data set for educational recommender systems. This data set includes not only traditional rating entries, but also enriched information, e.g., contexts, user preferences in multiple criteria, group compositions and preferences, etc. It provides a testbed and enables more opportunities to develop and examine various educational recommender systems.
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1 INTRODUCTION

Nowadays, recommender systems (RS) have become one of the major tools in technology-enhanced learning. RS have been introduced to the education domain (Santos et al., 2011) to deliver personalized learning, recommend textbooks or informal learning materials, assist decision-making in group studies or teamwork, and provide better adaptive learning in mobile environments, etc.

Various RS were well-developed with enriched information, such as contextual variables and multi-criteria user preferences. However, the education domain may not benefit from these RS due to a lack of corresponding data sets with necessary information. In this paper, we fill this gap by announcing and releasing the ITM-Rec data set, which can be utilized as a testbed to develop and examine different types of RS (Zheng & Mobasher, 2018; Zheng, 2018; Zheng et al., 2022) in educations.

2 ITM-REC: DATA COLLECTIONS, STATISTICS AND USAGE

2.1 Data Collections

The data set was collected from a questionnaire using Qualtrics from 2017 (Zheng, 2018). The subjects were graduate students enrolled in the specialization of data management and analytics at the ITM department in Illinois Tech. The questionnaire was designed to collect student preferences on the topics of the final projects in three courses: database (DB), data analytics (DA), and data science (DS).

More specifically, students in the DA and DS classes were given a list of Kaggle data sets as candidates for analysis in their final projects. Each student was asked to select at least three data sets they liked and three that they did not like. They were asked to rate their selections by giving an overall rating and additional ratings for three criteria: App (their liking of the data's application domain), Data (their liking of the data's processing or storage), and Ease (their liking of the degree of ease in using the data for the final project). In the DB class, students were asked to build web information systems with
connections to relational databases, and were asked to rate different potential project topics (e.g., hotel booking systems, hospital appointment systems) by giving overall ratings and the same multi-criteria ratings. The questionnaire was first assigned to each student to collect individual preferences. In addition to user and group preferences, we also collected student demographic information (e.g., age, gender, marriage status) and item content features (e.g., URL of Kaggle data, title of the data, textual descriptions of the data).

Regarding the final projects, students had the option to work independently or as part of a team. If a team was formed for the final project, each group of students were asked to complete the questionnaire again as a second survey. It is worth noting that this second survey was assigned to each group and they were required to submit a single copy of the questionnaire after group discussions. Their input can be considered as group preferences on the items, rather than individual preferences.

2.2 Data Description and Statistics

We have collected the data from 2017 to 2022. The user information has been well anonymized, and data set will be released on Github and Kaggle. The whole data set is composed of five major files:

- Users.csv, where we provide meta data (ID, gender, age, etc.) about 476 unique students.
- Items.csv, where we provide meta data (ID, title and descriptions) about 70 unique items.
- Ratings.csv refers to individual preferences and it contains 5,230 ratings given by 476 users over 70 items. An example is shown in Table 1. In addition to overall and multi-criteria ratings, context information such as the course (DB, DA or DS), semester (Spring, Fall) and COVID-19 lockdown periods (PRE, DUR, POS) is provided. PRE refers to the timeframe from 2017 Fall to 2019 Fall, DUR refers to the timeframe from 2020 Spring to 2021 Spring, and the POS period refers to the timeframe from 2021 Fall to 2022 Fall.
- Group_ratings.csv refers to group preferences and contains 1,117 ratings given by 143 groups.
- Group.csv describes the composition of groups. There are 143 groups, where 88, 42, 9, 4 groups have a group size of 2, 3, 4, 5, respectively.

<table>
<thead>
<tr>
<th>UserID</th>
<th>ItemID</th>
<th>Rating</th>
<th>App</th>
<th>Data</th>
<th>Ease</th>
<th>Course</th>
<th>Semester</th>
<th>Lockdown</th>
</tr>
</thead>
<tbody>
<tr>
<td>1173</td>
<td>28</td>
<td>5</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>DA</td>
<td>Fall</td>
<td>PRE</td>
</tr>
<tr>
<td>1175</td>
<td>41</td>
<td>5</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>DS</td>
<td>Spring</td>
<td>POS</td>
</tr>
</tbody>
</table>

2.3 Data Usage

Due to the enriched information, this data can be utilized as a testbed to develop and examine various recommender systems. Below are existing or possible examples by using this educational data set:

---

1 https://github.com/irecsys/RecData
2 https://www.kaggle.com/datasets/irecsys/itmrec
• Traditional RS with side information (e.g., user demographic information and item features),
or identification of grey sheep users in RS (Zheng et al., 2017).

• Context-aware RS (Zheng & Mobasher, 2018; Zheng, 2014) which adapt the recommendations
to different contexts (e.g., course, semester, lockdown periods), or context suggestions
(Zheng et al., 2016) which recommend contexts, rather than items.

• Multi-criteria RS (Zheng & Wang, 2022) which enhance recommendations by taking advantage
of user preferences in multiple criteria (e.g., App, Data, Ease).

• Group RS (Zheng, 2018) which recommend items to each group, rather than individuals.

• Multi-objective RS (Zheng & Wang, 2022) which optimize multiple objectives in RS.

• Integrated RS with multi-factors, where researchers can build RS by integrating various factors
together, e.g., integrating the context information in multi-criteria RS (Zheng et al., 2019),
utilizing multi-criteria preferences towards group RS (Zheng, 2019), etc.

3 CONCLUSIONS & FUTURE WORK

In this paper, we announce and release an open data set for educational recommender systems,
where enriched information (e.g., contexts, multi-criteria preferences, group compositions and
preferences) are available. As a result, this data set can be utilized to develop and examine different
types of educational recommender systems. We may continue the process of data collections, and
release another version of this data in the next few years.
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ABSTRACT: Students are often believed to be solitary in programming exercise classes where they have to work on programming assignments alone. Teaching assistants (TAs) can reduce the sense of loneliness among students. Thus, in this study, we propose a system to support TAs in addressing students in desk-to-desk instruction. The proposed system uses students’ data from questionnaires on student attendance, homework submission rate, review tests, and sense of loneliness to determine the priority in which to address the students. The system then automatically specifies which students should be addressed. In addition, the system presents random scenarios for TAs to address students along with hints on how the students should be addressed. The proposed system was introduced in a programming exercise class for first-year undergraduate students at a science and engineering university. Our qualitative findings showed that the system facilitated the TAs in addressing of students, which may have reduced the students’ sense of loneliness.

Keywords: Teaching Assistant, Student data, Loneliness, Addressing, Scenarios, Tablet

1 INTRODUCTION

Social isolation and loneliness are important aspects of the sustainable development goals established by the United Nations based on the basic principle of “No one will be left behind” (RISTEX, 2021). In general, students in programming exercise classes tend to feel isolated when they are required to do programming assignments alone. In such cases, teaching assistants (TAs) can play an important role in reducing the sense of loneliness among the students. In addition, the friendly behavior of TAs may positively impact the learning experience of students and contribute to improving their retention rate (C.O’ Neal et al., 2007). For these reasons, we consider that TAs are necessary for students even today, when there exist many systems that support learning among students without TAs.

A system to support TAs is proposed based on a learning support strategy that defines which students should the TAs support during class (Imamura et al., 2020). This system lists out a number of students who require additional support from TAs based on their learning status, and the TAs themselves select the students to be guided and go to support. Our experimental results suggested that the system may encourage the TAs to address students. However, this system has two issues. First, which particular students need support is not provided. Second, the system does not provide how the TAs should support the students.

Thus, this study proposes a system to support TAs in addressing students in desk-to-desk instruction. The proposed system automatically indicates which students should be addressed. The system also presents random scenarios for addressing students and provides hints on how to address them. When TAs are equipped with these details, the number of times they address students will increase. We considered that the increase in the number of addressing and the increase in the number of
Communications between TAs and students could be an opportunity to reduce students’ sense of loneliness.

2 METHODOLOGY

In this study, we propose a system that acquires data on individual students and presents scenarios for addressing each student. Figure 1 shows an overview of the system and a photo of TA holding a tablet.

![Figure 1: Overview of the method & Photo of TA holding with tablet](image)

The upper left corner of the tablet’s screen displays the identification number and the name of the student with the highest priority to be addressed. The upper right corner of the screen displays the seating chart of the students, and the seat in which the student is sitting is shown in red. The lower right portion of the screen retrieves and displays the student’s attendance rate, homework submission rate, percentage of correct answers to review tests, score in the previous class review test, and score of the day’s review test. Random scenarios for addressing are displayed in the left center of the screen.

In the lower left part of the screen is a button to register the result of addressing that student. The blue button denotes that the TAs have approached the student and determined that the student can work on their own during the class. The red and yellow buttons denote that the TAs find it necessary to address the student again during the class. When the TA presses one of the buttons, the next student to be addressed is displayed in the same manner.

The queue is intended to determine which student should be addressed (A, B, C..., address a student). The results of a review test given to each student at the beginning of the class and the students’ responses to a questionnaire about loneliness allow the TAs to make the decision to address a student.

![Diagram](image)

In the programming practice class in which this system is to be used, the students were tested in the review test at the beginning of the class. Based on the results of the review test, the students are categorized into three groups considering that the result of the review test indicates the student’s level of understanding of the class content. For each group, the students are sorted in order of their scores on the loneliness questionnaire for feeling lonely (6-point scale of disagree to agree) as a queue (Priority Que). The first student in the group with the highest priority in the queue created above is
displayed on the screen (student B is presented first in the figure). With respect to the reinsertion of the corresponding student into the queue, three buttons of blue, red, and yellow colors are provided and if the blue button is pressed, the student is placed at the end of the queue in the group with the lowest priority. In comparison, the student is placed at the end of the queue in the group with the original priority if the red or yellow button is pressed. Thus, we established the above rules for reinsertion into the queue, from the perspective of equality in teaching students.

The scenarios for addressing students were determined by interviewing undergraduate and graduate students with TA experience and excluding duplicate responses. We prepared 20 sets of scenarios multiplied by four of the determined scenarios and designed the system so that the scenarios would be randomly displayed on pressing the buttons to display other scenarios.

3 PRACTICE IN CLASSROOM LESSONS AND RESULTS

The system was introduced in a programming exercise class for first-year undergraduate students at a science and engineering university. The classes were taught by one teacher and two TAs, and four TAs were the subjects of analysis in two classes dealing with the same content. In class 1, the system was introduced in the 8th lesson. Our findings showed that the number of addressing times for the 8th session was 11 for TA1 and 7 for TA2. In addition, the score of questionnaires on student’s sense of loneliness was improved at lesson #08 (n = 52, Ave. = 2.15, S.D. = 1.35) when compared with lesson #07 (n = 52, Ave. = 2.15, S.D. = 1.15). In class 2, the system was introduced in the 8th and 9th lessons. The number of addressing times for the 8th session was 6 for TA3 and 4 for TA4, and the score of questionnaires on student’s sense of loneliness was found to be worsened at lesson #08 (n = 60, Ave. = 2.36, S.D. = 1.20) compared with lesson #07 (n = 58, Ave. = 2.36, S.D. = 1.27). For the 9th session, the number of addressing times for the 9th session was 17 for TA3 and 8 for TA4, and the score of questionnaires on student’s sense of loneliness was found to be improved at lesson #09 (n = 60, Ave. = 2.10, S.D. = 0.85) compared with lesson #08 (n = 60, Ave. = 2.36, S.D. = 1.20). TA1 commented that he had previously been unable to address those students who had not completed review tests or homework because he did not know how to address such students, but this system enabled him to do so. Based on the above results, the system may have promoted TAs to talk to students, thereby reducing the students’ sense of loneliness. On the other hand, the strength and timing of the effect on the sense of loneliness may differ depending on the class and TA. Therefore, it is necessary to conduct additional research needs to be conducted by increasing the number of classes and number of experiments in the future.
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ABSTRACT: Isaac Asimov discussed the parable of the cubic meter, in which a group of individuals are unable, through their own unaided strength, to lift a cubic meter of platinum due to its weight. He compares this to a problem that cannot be solved because it isn’t possible to get enough people around it (Asimov, 1989, p.62). Some problems are larger than what a single mind can solve alone; these problems require collaboration or collective intelligence to arrive at a solution. As learning scientists, improving our understanding of collaborative problem solving – and what makes that problem solving effective – can help us design collaborative processes that more effectively lead to solutions. In this paper, we introduce a technique for automating the identification of a key moment in group discourse (an interruption) that leads to an increase in interactions among group members, thus enriching the group’s thinking.
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1 WHY INTERACTIONS MATTER

Interactions have been shown to have a powerful and causal relationship with what is learned and retained (Koedinger et al., 2018; Van Campenhout et al., 2021). In theories of distributed cognition (i.e., the idea that intelligence is distributed across people, tools, and contexts), these interactions are regarded not as evidence of thinking, but as thinking itself (Hutchins, 2008). Building on these concepts, it seems reasonable to expect that increasing interactions increases the thinking that occurs in the group, which can have a positive effect on learning. To help learning communities become more interactive we need to better understand what factors lead to a change – especially an increase – in interactions. By describing key changes in interactional patterns, we can lay the groundwork to develop computational methods for analyzing larger data sets of group interactions.

1.1 The Polymath Project

In prior research, we analyzed data from the first Polymath Project (Cranshaw & Kittur, 2011) to understand productive moves in distributed knowledge-construction activities (Matthews & Swanson, in review). In the Polymath project, a group of individuals with a range of mathematical expertise was able to solve, within a few months, a problem that had remained unsolved for some time (Polymath, 2012). A proof that seemed an impossible target was created by this group in a relatively short time. This collaborative work was facilitated by technological tools and artifacts - from computers connected through the internet to a blog facilitating discussion threads. In our prior work, we evaluated this robust data set (consisting of blog posts and response threads) to better understand the processes involved in distributed knowledge construction.
2 THE INTERRUPTION AND ITS IMPACT ON GROUP INTERACTIONS

Through a qualitative coding process, we identified a key moment where a question served as an interruption that changed the interactional pattern of the group. Recalling from Hutchins (2008) that interactions are the thinking process itself, we interpret a change in interactional patterns as a change in thinking. In our data, the group went from a monologue (i.e., a large word count with a single, distinct speaker) to a conversation (i.e., additional speakers with smaller individual word counts), following the interruption. Figure 1 represents the change in the group’s interactions from left to right. Each circle represents a speaker’s contribution; its radius represents the word count per comment. The single grey circle represents a lengthy contribution made by a single speaker. The smaller multi-colored circles represent the shorter contributions of seven speakers, including the speaker from before the interruption. Our qualitative examination revealed that the post-interruption comments addressed the interrupting question in relevant and diverse ways. This is most noticeable in the way that the interrupting question challenged assumptions from earlier in the conversation. Indeed, many post-interruption comments reconsider these earlier assumptions. Recognizing the importance of interruptions, we examine automatic ways to detect these moments in this paper.

![Figure 1: The impact of interruption – more speakers with fewer words per speaker](image)

3 DETECTING INTERRUPTIONS

3.1 Manual Process

3.1.1 Data Set

We started with a data set of 765 comments posted on the blog of a leading mathematician near the beginning of the first Polymath project. We selected this data set to investigate the nature of distributed knowledge-construction in the early phase of the Polymath project. Furthermore, the data set provided multiple interesting interactions between individual mathematicians, as revealed by our pilot analyses. We removed comments that happened well after the initial set of interactions. This left us with a subset of 552 comments, all of which happened between January 27, 2009 at 4:47 pm and February 15, 2009 at 10:59 pm (times are taken from blog post data).

For each remaining post, we calculated the word count, then a running total of the word counts and speakers for the previous 10 posts. These running totals were used to create a ratio of words to speaker. For each post that ratio was compared to the ratio for the next 10 posts (placing the post in the center of a before-after picture). A decrease in ratio (before - after > 0) means that there were more interactions after the post (more speakers, lower word:speaker ratio) than before. Because we
are comparing the 10 posts before with the 10 posts following, the first and final 10 posts in the data set are not included in the analysis. We are therefore working with a data set of 532 comments.

3.1.2 Posts Increasing Interactions
Out of the 532 comments from the previous step, we were left with 289 posts which led to a decrease in the word:speaker ratio, meaning those which led to an increase in interactions. These decreases in ratio varied significantly, from 3.05 to 17,638.67. Sorting from largest to smallest variation can allow us to focus our time on the most impactful interruptions, or those which change the word:speaker ratio - and therefore the number of interactions - the most.

4 NEXT STEPS – AUTOMATING THE DETECTION OF INTERRUPTIONS

By automating this process – detecting those moments where something happens to cause an increase in interactions – we can focus our time as researchers on understanding what it is that increases the interactions and the discourse that follows. We agree with Hutchins (2008) that these interactions are the thinking process, and with Koedinger et al., (2016) and Van Campenhout et al., (2021) that the interactions increase understanding and retention. It follows that any automation that helps researchers understand how to increase interactions allows us to better design the collaborative work around our difficult problems - our cubic meters - to increase a group’s thinking and their progress toward a solution.
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ABSTRACT: Analytic actionability refers to the ways that information provided to students and educators affects what they do in learning environments and is a pressing issue for learning analytics to impact practice. As a way to achieve better actionability in our tools and their implementation, this poster describes the strategies of temporality and plurality to intentionally encourage attention to actionability during human-centered processes of learning analytics design. Presented in the context of a design process to create student-facing analytics for collaborative annotation, Learning Cycle and Persona-Based Storyboarding activities are described as two concrete instantiations of these strategies.
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1 INTRODUCTION

Analytic actionability refers to the ways that information provided to students and educators affects what they do in learning environments. Actionability is a pressing issue for learning analytics to make an impact on practice (Dimitriadis et al., 2021). Despite the widespread development and adoption of analytic tools, common challenges have been reported for both teachers and students in drawing insights from analytic data and translating awareness of learning status into actions for improvement (Dimitriadis et al., 2021). This is a critical issue from the perspective of human-centered learning analytics (Buckingham Shum et al., 2019) and one which highlights the importance of the socio-technical nature of analytics use, as well as the need to plan for the complex webs of educational contexts, routines, and relationships into which an analytic tool will be introduced (van Harmelen & Workman, 2012). One way to plan for actionability is to involve stakeholders in the analytic design process (Buckingham Shum et al., 2019). While simply including the intended users of analytics in their creation may naturally elicit some discussion of factors related to actionability (or lack thereof), such efforts are more effective if attention to actionability is intentionally prompted. However, there has been little documentation in the literature of what a human-centered learning analytics design process specifically targeting actionability might look like. This poster fills that gap by describing how temporality and plurality were used as strategies to encourage attention to actionability in a process to design student-facing analytics for collaborative annotation.

2 DESIGN CONTEXT & PROCESS

The goal of the design process was to create a tool to support university students in finding places to contribute to collaborative annotation activities. Collaborative annotation is an educational activity that engages students in discussing learning materials by making comments and reactions directly in the relevant section of the reading or video (Novak, Razzouk, & Johnson, 2012). In collaborative
annotation, shallow interaction (i.e. comments which fail to engage with the material and each other in substantial and important ways) is a crucial issue, which can benefit from external support, such as learning analytics, to help students become more attentive, critical, and reflective in producing deep interaction (Novak et al., 2012). To design a tool to support deep engagement in collaborative annotation, a participatory design approach (Sanders, 2002) was taken to involve students and instructors as co-designers. A total of 11 undergraduate and 13 graduate students with experience using collaborative annotation in their courses, and three instructors who taught those courses were involved in iterative cycles that moved from understanding needs to ideating and specifying solutions and finally testing. For each cycle, a workshop session was conducted with students, a synthesis of the insights was crafted by the researchers, and these findings were reviewed with instructors. This poster focuses on the strategies of temporality and plurality that were used in Workshop 3.

3 TEMPORALITY & PLURALITY AS STRATEGIES FOR ACTIONABILITY

Workshop 3 of the design process focused on ideating and specifying analytic solutions that could help with one of the key challenges students identified in Workshop 1: finding places to meaningfully contribute to a collaborative annotation activity. The strategies emerged through conversation with the course instructors guided by the insight synthesis for Workshop 2 in which they emphasized that the final tool should reflect different kinds of student profiles and engagement patterns that could change over time. Specifically, the instructors suggested that an effective tool would potentially need to allow for varied versions, rather than one-size-fits-all, to meet different needs at different points in the learning cycle. This led to the use of two emergent strategies for design: (1) Temporality (consider the flow of the learning activity) and (2) Plurality (be open to the potential for a need for more than one solution). Each of the strategies shaped how the design activities were conducted and through this had an identifiable impact on the resulting analytics product.

3.1 Temporality

Learning is an activity that unfolds over time, involving changes in dimensions such as knowledge, skills, and modes of participation (Reimann, 2009). In this sense, learners' informational needs and their ability to act upon analytic data can vary at different points in the learning process. Considering temporality and the flow of the learning activity in the process of learning analytics design can provide a critical context for understanding, if, how, and when learners (or educators) are likely to act on information. In the current design effort, attention to temporality was introduced in Workshop 3 through a Learning Cycle activity, designed to elicit information about how students participated in collaborative annotation activities during the course of the week. The Learning Cycle activity used group whiteboarding as a tool for students to share the different ways they and their classmates engaged in collaborative annotation at three different points in time: early-, mid-, end-week when there were no, some, or many comments already made in the tool. This provided the foundation for persona-building storyboarding in a subsequent activity described below.

3.2 Plurality

The basic notion that different learners can have different needs and benefit from support tailored to meet these extends back well over a century (e.g. Thorndike, 1911). Nonetheless, all too often learning analytics are developed as a one-size-fits-all solution, with the presumption that students or
instructors can handle this need for variation on their own. In contrast, van Harmelen and Workman (2012) suggested the possibility that more than one analytic tool solution may be needed to meet the diversity of users and diverse contexts with learning analytics needs. In the current design effort, the possibility for more than one analytic solution was engaged with in Workshop 3 through a Persona-Based Storyboarding activity. This activity first characterized the profiles of different personas based on the different activities elicited in the Learning Cycle activity (e.g. learners who prepared their work outside of the annotation platform vs. those who wanted to be influenced by the community). This categorization was then used by the co-design student participants to create storyboards for the different challenges (and emotions) each persona might experience in collaborative annotation at different points in time throughout the week and what information could be useful (and actionable) to help address these challenges. The activity inherently allowed for the possibility that different students might find different information helpful and actionable at different points in time.

4 IMPACT ON THE DESIGN PRODUCT

The emergent strategies of temporality and plurality were clearly found to impact the design of the analytics solution product and its potential actionability. The final product was an email-based recommendation system that offers students suggestions about where they might usefully contribute to a collaborative annotation activity, based on (1) if the recommendation is provided early or late in the assignment week (temporality) and (2) if the student has already participated substantially or not (plurality). All recommendations are driven by an underlying analytics engine that presents different possibilities to different students. Each of the four versions is expected to serve a different role in learning; for example, an email late in the week for those who have not yet posted can act as a reminder and provide an entry point to “crowded canvas” (e.g. do you want to respond to this comment from a peer you haven’t connected with recently?) while an email late in the week may support class preparation (e.g. do you want to review this active/controversial comment stream?). By meeting the needs of particular students at specific time points in the learning activity these recommendations are posited to support greater actionability than a one-size-fits-all tool that makes students search for the information useful to them. This proposition will be tested in the coming term by implementing the tool as course activity and examining student reactions and actions to the tool.
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ABSTRACT: The vast amount of data generated by digital interactions has made evident the need for data knowledge and skills in every field, education being no exception. Data from teaching and learning are collected and analysed for offering information that benefits students’ outcomes and teachers’ performance, among others. For maximising the potential benefits offered by the analysis of learning data, it is necessary that the information can be retrieved by the relevant stakeholders so that it can be converted into actions that improve learning. Such task requires knowledge and self-efficacy with data, i.e., the complete skillset offered by data literacy. We are interested specifically on how students can benefit from the use of student-facing learning analytics to improve their data literacy skills. By conducting an integrative review of the literature, we identify novel and promising practices that benefit students’ understanding of how data is collected, processed, and presented in an authentic learning environment. We discuss the characteristics of such learning designs and the opportunities for future research.
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1 INTRODUCTION

Data literacy can be understood as the ability to reason, communicate, and make decisions with data, and it has been widely recognised as one of the essential competences for daily interactions (Papamitsiou et al., 2021). In the context of education, data from teaching and learning is collected and analysed with the purpose of understanding learning and improving educational practices. This is the field of learning analytics (LA), where research recognises two main skills demanded for the success of the LA-enabled classroom, namely 1) ability for interpreting data, or data literacy; and 2) ability for informing pedagogic practice based on information provided by the data (Papamitsiou et al., 2021). LA tools specifically targeted for students, or student-facing LA (SFLA), track students’ learning behaviours from online learning environments and provide feedback back to students to improve students’ autonomy over their learning. However, this has been found to be overwhelming for most students (van Leeuwen et al., 2022), and mediated by a variety of cultural and environmental factors, and students’ own DL skills (Xing & Wang, 2021). Therefore, we believe that a crucial step into promoting the effective use of SLFA is improving students’ data literacy. In this study, we aim to review how students’ DL can benefit from interactions with LA or SFLA. We conducted an integrative literature review (Torraco, 2016) to synthesise representative perspectives of emerging discussions and practices at the intersection of these topics. Thus, the research question guiding the review is: how has students’ data literacy skills have been addressed in the context of LA or SFLA? In the
following sections we present the method executed for conducting the review and the preliminary findings.

2 METHOD

To investigate the relationship between data literacy (DL) and student-facing learning analytics (SFLA), we conducted an integrative literature review (Torraco, 2016), which is best suited for an early conceptualisation of topics with rapid and dynamic growth. We searched three major databases: Web of Science, Scopus, and the Association for Computing Machine Digital Library (ACM-DL). The search strategy included keywords such as “data literacy,” “learning analytics,” and “student-facing learning analytics;” and the query matched title, abstract, and keywords. No restrictions were applied on publication year or language. The search yielded a total of 129 records, and after deleting duplicates, 85 were left. After excluding 6 conference proceedings and workshops, 10 review articles, 1 article in Spanish, and 1 not in the field of LA, 67 papers were screened based on title and abstract to assess their relevance. Relevance of each article was assessed based on their inclusion of DL within the context of LA/SFLA, or vice versa. 41 excluded students from the discussion, but addressed other stakeholders, e.g., teachers. From the reviewed articles, we identified 13 that exclusively address data literacy (DL) for students in the context of learning analytics (LA) or student-facing LA (SFLA). Based on the findings of these studies, we present the most relevant findings.

3 PRELIMINARY RESULTS

The critical need for data literacy (DL) to grow the development and adoption of learning analytics (LA) systems across different educational levels and stakeholders was identified in 13 of the articles reviewed. Four of these articles discussed the need of DL among students, all of them in higher education. However, discussion is limited to identifying such need, and do not include more specific strategies aimed at using LA-mediated learning for strengthening DL. Quantitative approaches to assess the possible factors that mediate LA usage remark that university students’ perceived data autonomy, digital identity, and reflectiveness is significantly mediated by students’ data literacy (Xing and Wang, 2021).

We identified two student-facing LA (SFLA) implementations that resemble the students’ practices when trying to beat the system but that benefit their understanding of how data is collected, processed, and analysed. Pedagogic designs with writing analytics tools take the lead in engaging students in critical practices with SFLA. In the work proposed by Shibani et al. (2022), automatic assessment is provided by the system to students’ essays. Then, students must answer whether they agree on the output, argue why, and adjust their writing if necessary. Similarly, Kitto et al. (2018) engage students in active learning and critique about a machine learning (ML) model that classifies students’ comments in an online forum. They invite students to challenge the output of the system, which is later used for improving accuracy, while motivating them to increase their participation in the online discussion. While both approaches are effective for engaging students in a critical awareness for using the LA tools, the key difference between the two is the closed feedback loop and support provided for students to understand the role of data including production, collection, and analysis emphasised by Kitto et al. (2018).
We distinguish two driving factors in the interventions described: 1) the notion ML models behind LA could be wrong, and 2) learning designs that promote critical engagement with LA systems. By offering opportunities to learn with SFLA that do not blindly evaluate, rank, or categorise students, DL skills are learned in an authentic environment as students create the data and reflect on them. As if they were trying to game the system, students are required to learn how the system process data to produce its output and are encouraged to beat it. DL becomes an essential learning outcome that empowers learners to be critically aware and escape the mindless repetition of patterns as they must reflect on what could be incorrect and how to make it better. This critique process also benefits disciplinary learning outcomes by requiring an active student participation to generate the data that fuels the SFLA system.

4 CONCLUDING REMARKS

Results of this integrative review have shown the interdependence of data literacy (DL) and learning analytics (LA). While this relationship has been dominated by discussions about the need for data literacy for implementation and adoption of LA, we identified practices with SFLA that improve DL among students. Despite this intersection being not widely studied yet, current examples offer innovative and promising practises for further study. Future empirical interventions should aim to measure the effect that SFLA have over students DL skills to understand how students learn about data in authentic learning environments. Designs that serve this purpose should have solid theoretical and pedagogical foundations that allow critical engagement while developing SFLA systems that protect students’ data uses, privacy and ownership.
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iLearn Insights: supporting educators to re-engage and motivate students in digital learning
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ABSTRACT: iLearn Insights is an online analytical application that helps educators address the challenge of engaging, motivating and supporting students by identifying who is engaging, triggering a range of personalised communications to re-engage students with their unit (subject), thus allowing early intervention and ultimately improved student retention. By providing data-driven insights into student performance, engagement, and behavior, iLearn Insights can help educators and administrators identify areas for improvement in the delivery of the unit and make data-driven decisions to improve student outcomes.

Keywords: iLearn Insights, Learning Analytics, Student engagement, Learning and Teaching

1 CONTEXT OF USE

iLearn Insights analyzes student learning data such as unit access patterns, forum activity, media views, learning activity submissions and grades allowing educators to easily visualise student activity and engagement in their unit. Educators can then take action using automated or targeted communication to commend high-achieving students, offer additional assistance to lower performing students or recapture disengaged students. iLearn Insights visualisations are also available across a course, department or faculty level to aid more strategic decision making.

2 UNIT ENGAGEMENT

Overall unit engagement is calculated by analysing a range of variables such as log in activity, assignments submitted on time, level of grades achieved, and forum participation. Educators select the variables relevant for their unit/subject to calculate the engagement score. The default setting uses data on student access to the unit within the last 7 days and on-time submissions.

3 EVALUATION OF THE SYSTEM

The effectiveness of sending timely and targeted email communications to students is evidenced by the percentage of students who re-engage with the unit, submit an assignment, or access a learning resource within 24-48 hours after receiving a personalised email through iLearn insights. User driven enhancements ensure iLearn Insights continues to evolve and meet the needs of educators to support students.

4 HOW ILEARN INSIGHTS WORKS

The video is available at: https://youtu.be/KKfCqLTWDvl

Creative Commons License, Attribution - NonCommercial-NoDerivs 3.0 Unported (CC BY-NC-ND 3.0)
Demo of GrouPer: Group-based Personalization Application
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ABSTRACT: This demo presents a walkthrough of GrouPer (Group-based Personalization), an AI-for-Teacher tool that supports personalized instruction in blended learning K-12 environments. GrouPer combines machine learning algorithms, rich student response data, and expert knowledge to perform a multidimensional analysis of student responses. Based on this analysis, GrouPer discovers knowledge profiles and assigns students according to their interactive assessment results. Unlike a teacher, GrouPer has access to ‘big data’ (e.g., the entire student responses to a particular interactive assessment instrument, meta-data on the corresponding items, etc.) and has the computational power to process these data in real-time (e.g., through K-Means clustering). So, it can promptly discover response patterns that may not be identifiable in ‘small’ data and highlight to teachers student knowledge profiles that they may not see or be aware of looking into their own students’ data only. Then, the resulting assignments of students to the knowledge profiles (aka groups) are presented in an interactive dashboard enabling teachers to examine each group’s performance and assign learning activities adapted to the needs of students based on their strengths and weaknesses in terms of knowledge skills and competencies. GrouPer does not decide on the follow-up activities. On the contrary, it allows teachers to craft their own learning sequences based on the presented analysis (e.g., create homogeneous teams from the same group and adapt focused treatment based on missing skills, or create heterogeneous student teams from different groups, so the students can use their completing skills to work together on a follow-up task with similar characteristics).

The tool was conceptualized in a co-design process that involved learning analytics researchers, science educators, teachers, and instructional designers (Nazaretsky et al., 2022). It is integrated into PeTel (Personalized Teaching and Learning) – a free online learning environment developed within the Department of Science Teaching at the Weizmann Institute of Science. PeTel serves more than a thousand science teachers from schools with varied socio-demographic profiles. In the last year, it was piloted by a hundred physics and chemistry teachers who used its insights. We are now enhancing the system to collect the teachers’ creative follow-up activities and map them to the knowledge profiles that they address as the basis for a social recommender system that we are developing. Another active direction of our research is improving GrouPer’s usability by introducing Explainable AI methods and means (e.g., Feature importance, SHAP, LIME, etc.) into the system for the automated creation of semantically meaningful descriptions of the resulting knowledge profiles.

Keywords: Personalized Instruction; Blended Learning; Teacher Dashboards; Participatory Design; Learning Analytics; Explainable AI
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The iSAT Collaboration Analytics Pipeline
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ABSTRACT: The NSF AI Institute for Student-AI Teaming (iSAT) is an interdisciplinary community dedicated to transforming classrooms into more effective, engaging, and equitable learning environments through developing interactive AI partners to support collaboration in the classroom. We have developed and are using a data analysis pipeline for analyzing multimodal interaction data for small group collaborations. The pipeline supports real-time collection of student interactions and integration of AI-based analyses for use by interactive partners to support teachers and students in collaborative activities.

Keywords: Collaboration, Collaborative Problem Solving, Collaboration Analytics, AI, Data Analysis Architectures, Natural Language Processing.

1 DEMONSTRATION OF THE COLLABORATIVE ANALYTICS PIPELINE

The iSAT Collaborative Analytics Pipeline demonstrates an architecture in which multiple streams of classroom speech and video is captured and stored into our data repository. Then multi-faceted analyses are performed on the data using a variety of AI-based models including automated speech recognition, speaker identification, discourse and content analysis, detection of on/off task and topic language, use of collaborative problem-solving skills like constructing shared knowledge and negotiating, and use of academic productive talk. The resulting analyses are stored back in the data repository which notifies the interactive partners to display information or provide feedback to teachers, students, or researchers. The pipeline serves as a foundational data analytic service which allows flexible collection of multimodal classroom data and incorporation and testing of novel AI-based techniques for assessing collaboration. It further allows the development and testing of new user interfaces of AI-based partners to develop effective interactions with students and teachers in the classroom.

We provide a video to demonstrate the collaborative analytics pipeline at: https://www.colorado.edu/research/ai-institute/videos
CoTrack: A Multimodal Learning Analytics tool to guide teachers during collaborative learning activities with intervention suggestions in classroom
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ABSTRACT: Teachers are often expected to monitor and support students during collaborative learning activities in the classroom which becomes extremely difficult as the number of groups increases. Multimodal Learning Analytics researchers have developed tools to support teachers. However, these tools mainly focus on monitoring tasks and lack the actionability aspect (i.e., what teacher should do when collaboration quality is detected as Low). This paper presents CoTrack, a Multimodal Learning Analytics tool to guide teachers with monitoring and potential interventions strategies to improve quality of collaboration. Furthermore, CoTrack also caters to the needs of researchers in terms of providing pre-processed multimodal data in CSV format for their research. CoTrack is a web-based application with an easy to use interface that allows teachers (and researchers) to create collaborative learning activities with multimodal data tracking. This tool also has a prototypical dashboard consisting of predictive analytics. This dashboard visualizes participants’ contributions in terms of speaking and writing, and also shows predicted levels of collaboration quality with theory-informed intervention strategies to support students (Kasepalu et al., 2022). The dashboard has been codesigned together with teachers in two iterations involving a total of 58 teachers (Chejara et al., 2022). With CoTrack, we envision bringing MMLA research’s benefits to the practice.

Keywords: Multimodal Learning Analytics, Collaborative Learning, Guiding Dashboard

Demonstration Movie: https://www.youtube.com/watch?v=l-B2hXGRvek
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Development of a Learning Analytics Dashboard to Complement the Training of Procedural Skills in Physiotherapy Education
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ABSTRACT: The COVID-19 pandemic stressed the need to use online learning environments to continue procedural skills training. Given its psychomotor domain, learning procedural skills requires deliberate practice, along with opportunities for repetition, reflection, and improvement; which can be approached from a self-regulated learning (SRL) perspective that allows the learner to have control over the actions they perform in a structured environment and be active in their learning experience in a metacognitive, behavioral and motivational way. To meet this need, we created a learning analytics dashboard (LAD) that seeks to complement a web-based platform for remote teaching of procedural skills through videos. The design of the LAD followed a design-based research approach guided by lessons learned from Human-Centered Learning Analytics, and its indicators are based on SRL strategies like planning (e.g., steps to be completed), self-evaluation (e.g., feedback inputs), elaboration (e.g., instructional material), and help-seeking (e.g., collaborative forum). Likewise, the LAD was designed to make visible the feedback inputs of the different stages that the students had to complete, along with the instructional material of the next step and a text box for self-assessment so that they could reflect and incorporate the feedback. During the first cycle, an initial version was developed with 8 indicators used in LADs with operation and cognitive-condition approaches, like overall performance, performance by stage and by item; performance line over time, feedbacks by stage, self-evaluation mailbox, among others. This was tested through cognitive walkthroughs with 8 students. Findings triggered the promulgation of a second version, in which specific data visualizations were changed to show student performance on each rubric item, along with modifying usability aspects such as the size of titles and legends, and extending the time taken for an animation to display new information. This second version was implemented in 6 courses of a physical therapy degree program (see Demo video). At the end of the academic period, SRL and sensemaking surveys were applied; and according to the majority of the respondents (74,7%), the results showed that the indicators valued as "extremely relevant" were those related to the student's final grade and their performance in comparison with the maximum possible.

Keywords: Learning analytics dashboard; self-regulated learning; procedural skills; feedback.

1 Demo video

The video is available at https://drive.google.com/file/d/demo.
Data and Evidence-Informed Educational Practice with LEAF System
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ABSTRACT: The LEAF system is a Learning Analytics infrastructure that supports the collection, analysis, and utilization of learning logs. LEAF system consists of a Learning Management System (LMS), an eBook reader (BookRoll), Learning Record Store (LRS), and a Learning Analytics tool (Log Palette). BookRoll works as a behavior sensor and records student log data related to reading interactions and artifacts generated within the content. Log Palette analyzes and visualizes the log data obtained from BookRoll. The log data can be further used for interactive lectures, reflection, recommendations, and class improvement. LEAF system has been used in over 120 educational institutions, from elementary to higher education, in eight countries and regions. Our goal is to scientifically analyze those data, support each teacher and student, and transform “education based on intuition and experience” into “education based on data and evidence.” In our video and demo, we will introduce the followings: (1) LEAF system functions to support data-and-evidence-based education, and (2) the use cases and comments of teachers who have been utilizing LEAF system for their class activities at the K-12 level.

Keywords: Data-and-Evidence-Informed Education, K-12, Higher Education, LEAF system
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Interpretable Code-Informed Learning Analytics for CS Education

Yang Shi
North Carolina State University
yshi26@ncsu.edu

ABSTRACT: The development of deep learning technologies brings opportunities to computer science education (CSEd). Recent CSEd datasets provide actual code submissions that could potentially offer more information on students’ learning for learning analytics, but adding the information needs special considerations. My research focuses on leveraging these code submissions to inform learning analytics. Specifically, it addresses two problems: 1) finding and detecting a meaningful representation of knowledge components (or skills) in students’ programming and 2) using them to provide formative feedback. Previous works have defined or discovered skills in CSEd, but these skills do not follow certain properties of learning. My research proposes to incorporate these properties into data-driven model design, and improves the knowledge components so that they are consistent with theoretical properties, and meanwhile also provide better interpretability than typical deep learning models. Following this, my second project will focus on providing personalized support in student learning.
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1 INTRODUCTION

Computer science (CS) education faces unprecedented opportunities and challenges when meeting the fast development of deep learning (LeCun et al., 2015) technologies these years. With these tools empowered by big data analysis, teachers and students are expected to enjoy better learning and teaching environments, while researchers will have more detailed, accurate, and efficient learning analytics. For example, tools based on deep learning can be used for tracing students’ learning progress of knowledge (Piech et al., 2015), and thus students can get formative feedback (Shute, 2008) on problems that they are predicted to be wrong and reflect on the knowledge gaps in certain concepts. Teachers can also use data analysis to learn their students’ progress, and inform their pedagogical decisions (Ju et al. 2019). However, using deep learning to analyze CS education data has additional challenges.

Many challenges reside in learning analytics (LA) or educational data mining (EDM) when using deep learning technologies, even without domain-specific data. For example, deep learning models are known as black boxes (Castelvecchi, 2016) despite their advantages in task performance. The uninterpretable models can harm the trustworthiness of the conclusions the model provides, especially in the educational domain (Cohausz, 2022). Recent research in CSEd has been collecting submitted code data along with the typical performance data (Leinonen, 2022), and these datasets add more opportunities to derive interpretability from code data. This adds more information to the models but needs careful design. Furthermore, even with an interpretable model, leveraging
interpretations and propagating intelligent feedback to students are still unaddressed challenges. My research focuses on providing solutions to these challenges. In the first project, I will design a deep neural network to leverage code information for knowledge component (KC) (Koedinger et al., 2012a) detection. The model learning process is guided by learning theory. While the model is designed as a performance predictor, trying to take historical submissions and performances and use them to predict future performance, the middle layer of the model can be interpreted as a representation of students’ practiced skills. Learning theory is designed as a constraint on the middle layer, so that it follows properties such as the power law of practice (Cen et al., 2006). The middle layer can be tracked to actual code input, attributing the coding concepts students are capable of or incapable of. The second project addresses the usage of the detected KCs. For a student with detected knowledge gaps on certain concepts, code examples (Brandt et al., 2009) will be shown to students as formative feedback.

2 RELATED WORK

Student Modeling in CS Education: There are many works around the topic of student modeling for CSEd. As more student code datasets are made accessible to the public, student modeling in CS education has seen fast development in recent years. It is a special domain, as programming code is rich in information, but also often bears much noise. Some recent works have been manually analyzing small to medium size student code datasets for student modeling. For example, Paul et al. have created instruments for manually detecting misconceptions from student code (Paul & Vahrenhold., 2013). Davies et al. manually analyzed programming trace data and constructed a library of knowledge gaps, showing that programming logs would reveal more misconceptions than single submission data (Davies et al., 2015). While expert analysis is more detailed and offers insights, they are also expensive, time-consuming, and often vulnerable to “expert’s blind spots” (Nathan et al., 2003). Data-driven models, on the other hand, don’t have these disadvantages, however, often suffer from low performance when evaluated on expert-assigned labels. They can achieve good performance with little help from experts. For example, Marwan et al. developed a subgoal detector in students’ programming data and showed that adding a few expert constraints helped the detection outperform data-driven models (Marwan et al., 2021). However, this would still need explicit expert help. Deep learning models can be leveraged as an alternative way to improve performance, but they suffer from low available labeled datasets, and limited interpretability and thus caused low trustworthiness in the modeling results. My previous work used a semi-supervised learning method to address the limited label issue (Shi et al., 2021b), and my proposed work looks into how to add more interpretability to deep learning models, while they provide accurate modeling results.

KC Discovery and Refinement: KCs in my proposed work refer to programming skills that students learned and should be observable from the programming dataset in the CS domain. Traditionally, KCs are manually analyzed and defined by cognitive task analysis (CTA, Clark et al., 2008), but they are time-consuming and prone to experts’ blind spots. As KCs are mapped to problems by Q-matrices (Barnes, 2005), many methods are developed to refine these Q-matrices or to discover new KCs (Cen et al., 2006; Koedinger et al. 2012b). These methods require less human effort, but the resulting Q-matrices can be also less interpretable. For example, one key method is to use learning curves for refinement. Cen et al. proposed that the error rate of students’ practice on certain KCs should follow
the power law of practice (Cen et al., 2006). They calculated the score of fitting to evaluate the quality of KCs specified by a Q-matrix. Their method is further extended to an automatic search algorithm for Q-matrix refinement, using A* search (Koedinger et al. 2012b). However, these methods do not have domain information involved and thus cannot attribute errors to the exact skills in students’ code. In the computing education domain, Rivers et al. (2016) proposed to use of abstract syntax tree (AST) nodes to represent KCs and found that some KCs do not fit the expected properties (e.g. the power law). My proposed method is inspired by but differs from theirs. It leverages programming code to inform the discovery process and does not require the initialization of the Q-matrix. Instead, it uses a randomly initialized matrix for modeling the KC-problem relationships, updated in the deep learning model training process.

**Deep Code Learning:** Deep learning has evolved to solve more complex problems in more disciplines recently, including program code analysis. There are many models designed to process code in recent years. Earlier models (e.g. GRU, Bi-LSTM, etc.) only treat code as a sequence of tokens (Reyes et al., 2016), leaving tree-structured information of code unused. Later models such as code2vec (Alon et al., 2019) and ASTNN (Zhang et al., 2019) take this structural information into account, and achieved higher performance in tasks such as function name classification and code summary. In an educational context, recent papers have discussed the usage of such models in student performance prediction (Mao et al., 2021; Shi et al., 2022), bug detection (Shi et al., 2021a; Shi et al. 2021b), code classification (Fein et al., 2021), etc. tasks. However, one key issue still remains in these applications, and that is the lack of interpretability of these models. This undermines the trust of models, as the prediction process of models cannot be explained to teachers or students. For example, in performance prediction, these models only make the predictions when students fail without telling why they will fail on certain problems. Moreover, as recent research suggests, data-centric methods are prone to biases that lead to inequity (Ocumpaugh et al. 2014), which further requires interpretability for the proper application of these models. My work proposes to use learning theory to guide the model training process, introducing a possible way to interpret the middle layer vectors as the learning progress of KCs and thus add more trustworthiness to the prediction outcomes produced by deep learning models.

**Intelligent Feedback:** There are many previous works using intelligent feedback in tutoring systems. Research shows that formative feedback helps students’ learning, but it needs to be specific, on-time, corrective, and positive (Shute, 2008). Due to these specific properties of feedback, it is difficult to provide automated feedback to students and meet these requirements at the same time. Prior works have been only fulfilling partial properties. For instance, autograders can only provide corrective feedback, namely only giving feedback about which test cases the students failed or passed. More importantly, it does not provide feedback on which exact KC the student is not able to achieve. My research entails a solution to provide feedback not only on the problem correctness, and the corresponding test cases, and also on the actual knowledge gaps in students’ submitted programs.

### 3 Research Questions

The limitations of code-informed learning analytics inspired my proposed projects. An overview of the projects is shown in Figure 1. Specifically, these two projects are focused on solving these two research questions:
RQ1: How to enable interpretable deep code learning for performance predictions, guided by learning theory? This will be addressed in Project 1.

RQ2: How to use the interpreted skills to create formative and intelligent feedback to propagate to students? This will be addressed in Project 2.

![Figure 1: Timeline and concepts of proposed projects](image)

4 PROPOSED SOLUTION

In Project 1, I will introduce educational context into deep learning models and add interpretability to the models. Originally, the models are only capable of making predictions on students’ next problem performance, with massive middle layer parameters uninterpretable. I propose to leverage the layer before prediction as the error rate of certain KCs. To this end, constraints will be needed to guide the learning process of not only the prediction output, but also this layer. Since KCs are often evaluated using learning curves, I propose to hypothesize ideal learning curves for KCs, and calculate the fitness of the layer to the expected learning curve for every KCs. This fitness is added to the loss function to guide the learning of the model. This process will lower the weight of prediction loss, and thus will produce less accurate predictions, and thus hyperparameters should be carefully tuned to find a balance between the fitness of the learning curves for the candidate KCs, and the prediction accuracy of students’ performance. The evaluation of the model should also be considered carefully. The candidate KCs should have the property that generates ideal learning curves, but this cannot guarantee that they will represent actual concepts in programming code. Over different problems, they may inconsistently represent code components as well. The values of the candidate KCs should also be examined to check the actual code, and evaluated that 1) if they are consistent within the problem, representing that they are corresponding to certain code components, and 2) if they are consistent throughout different problems, showing if they can be used for unseen problems. More constraints and special design considerations should be added if the concepts represented by the KCs are inconsistent. There are three phases for me to solve this problem: The first one is to create a data-driven model to detect the KC performance from labeled correct submissions. In the second phase, I will use the model and infer the KC performance on incorrect submissions and detect which KCs students don’t practice well. Finally, I will incorporate the learning curve analysis into the model and evaluate whether this addition will improve the performance of the KC discovery problem.
Project 2 will be a succeeding project from Project 1. The artifact of Project 1 is a model that given any code submissions, will predict the correctness of students’ code submissions, and will show the scores of every KCs and the corresponding code concepts. Low scores on certain concepts can be seen as a lack of skill, and examples will be given to students to learn specific ways to correct their code. A set of examples from various problems will be also processed by the model, and corresponding scores are collected. Students will receive code examples with high scores on the skills that their code achieved a low score, and thus address the specific concepts in their code.

5 Progress and Future Work

During my first 3 years of Ph.D. study, I have published 5 papers in related areas (3 of them are first-authored papers). In LAK’21, I published a paper about how to integrate the code2vec model into CS education, using the model for auto-grading and at the same time discovering student errors from clusters created by the middle layer information of the model. In EDM’21, I presented my paper about using a semi-supervised learning method for bug detection, showing that deep learning models may perform better even without a large dataset, if more unlabeled data is available. In EDM’22, my paper about Code-DKT introduced how to add code information to the DKT model for performance prediction, but since skill-problem mapping is unclear in the CSEd domain. I will submit a paper to AIED’23 to solve address the first research question. The proposed projects lay the foundation for automated teaching and learning support in CS education. While the technical side still has a lot to improve (e.g. performance prediction accuracy, methods to improve code representations in a deep neural model, etc.) as possible future work, there are multiple aspects alongside these projects that are awaiting. The evaluation of interpretability and the quality of the interpretation are yet to be evaluated. Although we could use the additive factors model (AFM) to evaluate the Q-matrices generated, there’s a lack of direct evaluation of how the concepts are corresponding to actual knowledge taught in class. For project 2, future evaluations on how students improve using specific feedback are also required. More generally, there is a lot to work on in this field and I plan to work on them after my Ph.D. study.
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ABSTRACT: Algebra I is a challenging topic due to its demanding nature that disconnects students' prior mathematical knowledge and the new paradigm in algebra. Extensive studies have examined students' misconceptions using a conceptual change approach to support their algebra learning. However, these studies may not scale well in online settings due to their dependence on manual support or independent learning contexts. A promising approach to automatically support students' algebra learning through an organic integration to existing learning environments is conversational artificial intelligence (ConvAI). This study aims to design and develop a mixed ConvAI using both rule-based and generation techniques to support students' online Algebra I learning following the conceptual change framework. Specifically, this study seeks to create a theory-driven, socially responsible, and culturally responsive ConvAI to support students in online algebra learning using induction, concretization, and exemplification. The significance, methods, and current status of this study are discussed in the proposal.
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1 INTRODUCTION

Algebra I is a challenging topic. Students' passing rate of Algebra I in Florida consistently stayed below 50% from 2015 to 2021, with the most recent result being 37% (Brown, 2021). As the gateway to more advanced mathematical tools (Kieran, 2004) in science, technology, engineering, and math (STEM), Algebra I directly influences students' performance and motivation in STEM learning, career directions, and ultimately national STEM workforce development (Cirino et al., 2019). The demanding nature of algebra mainly resides in the disconnections between students' prior mathematical knowledge and the new paradigm in algebra (Litke, 2020), including abstract reasoning, algebraic literacy, and mathematical structure.

The detachment of prior knowledge from algebra has been extensively studied with students' alternative conceptions using a conceptual change approach. Alternative conceptions, also referred to as misconceptions, are thinking models to understand, interpret, and apply concepts in ways that do not align with the generally accepted explanations; Conceptual change is a theoretical framework envisioning that learning happens as students restructure or replace their existing alternative conceptions when interacting with new experiences (DiSessa & Sherin, 1998; Limón, 2001). Although there are numerous studies examining and addressing students' misconceptions in STEM education through the lens of conceptual change, these studies mainly delivered interventions manually in the forms such as one-on-one human tutoring (e.g., Muldner et al., 2015) and curricula enhanced with scaffolding (e.g., Maharani & Subanji, 2018), or utilized separate software such as Cognitive Tutors for
training students (e.g., Booth et al., 2013). In an online learning environment, such manual support and independent contexts might not be scalable and fit to support students in a large-scale.

A promising approach to automatically support students' algebra learning through an organic integration to existing learning environments is conversational artificial intelligence (ConvAI). ConvAI and chatbot are often used interchangeably, which are defined as human-developed software powered by natural language processing (NLP) techniques to respond to human languages (Li et al., 2022). There are two distinct ways of constructing ConvAI. The first is a rule-based agent that requires manual engineering with classical NLP methods, and the other uses automatic data-driven inferences to generate responses. The former extracts keywords, intents, and emotions from students' input, producing responses with predefined templates. The latter utilizes deep neural networks trained with big data to "learn" to respond to student input with human-like texts. Both forms have advantages and downsides. Rule-based ConvAI can easily integrate pedagogical strategies to support learning. However, the lack of variations and finite states in inputs and outputs can compromise students' learning experience. While generation-based ConvAI can conduct open-domain conversations with students, the generated content might not be pedagogical or distracting for learning (Li et al., 2022). Therefore, there seems to be an opportunity to integrate both approaches to build ConvAI organically.

2 PURPOSE STATEMENT

This study aims to design and develop a mixed ConvAI using both rule-based and generation techniques to support students' online Algebra I learning following the conceptual change framework. Using Math Nation as the platform, the study adopts a learning engineering approach for the ConvAI development and its evaluation on the affordances of algebra learning from students who took Algebra I in Math Nation. Math Nation is an online learning environment covering broad topics on math in K-12 settings, which was developed by the Lastinger Center for Learning at the University of Florida and Study Edge. A preview of the ConvAI prototype can be found at https://youtu.be/nz8DfKWxmFQ. I grounded this study with the following research questions (RQs):

1. What are students' acceptance levels with the ConvAI in Math Nation?
2. To what extent does the ConvAI influence students' academic motivation in Math Nation?
3. To what extent does the ConvAI influence students' conceptual change in Math Nation?

3 CONCEPTUAL FRAMEWORK & RELEVANT STUDIES

This study adopts the epistemological standpoint of conceptual change, where knowledge inquiries restructure alternative conceptions to be aligned with publicly acknowledged conceptions when students actively interact with learning environments. Figure 1 demonstrates the conceptual framework derived from the literature review, details of which are discussed in the following sections.

3.1 Alternative Conceptions in Algebra

Alternative conceptions can be cognitive and motivational. Previous studies have shown that students' common alternative conceptions in Algebra conceptual and procedural knowledge include but are not limited to (Bush & Karp, 2013; Egodawatte, 2011): (1) Misunderstanding a variable's role in an
Algebraic structure (e.g., labels, constants, unknowns, etc.); (2) Incorrectly simplifying or evaluating Algebraic expressions or equations using inapplicable prior knowledge; (3) Struggling with finding inverse values in Algebraic equations; and (4) Mistakenly generalizing conditional properties in functions to unconditional ones.

Apart from the alternative cognitive conceptions, a common motivational misconception affecting students' learning is students' mindsets. Students having difficulty learning STEM are often found to have a fixed mindset (Sun et al., 2021). Studies have shown that students' growth-mindset and fixed mindset in STEM learning are significantly related to their learning outcomes (Yeager & Dweck, 2020). A growth mindset is "the belief that personal characteristics, such as intellectual abilities, can be developed, and a fixed mindset is the belief that these characteristics are fixed and unchangeable" (Yeager & Dweck, 2020, p. 1270). The two mindsets can influence students' reactions to and handling of challenges, praises, and success of others, which can further impact students' learning behaviors such as learning goal setting, agenda implementation, and reflection (Campbell et al., 2020).

3.2 Strategies to Address Alternative Conceptions

Studies have shown that three strategies can effectively help students achieve conceptual change in math learning. The first is to induce students of prior procedural and conceptual knowledge (e.g., terms in Algebra) embedded in a problem. The process allows students to activate their prior knowledge within or outside a subject to be prepared for problem-solving and to notice the connections and disconnections between prior knowledge and Algebra problems (Asghar et al., 2012; Higgins, 1996). The induction to knowledge activation also supports students' help-seeking behaviors, assisting them with problem recognition and providing potential resources to systematically ask for help. The collaborative procedure of help-seeking creates interactive experiences that potentially help students accommodate existing knowledge. Examples of induction for knowledge activation include identifying learning topics in Algebra problems, providing students with tools to effectively and efficiently connect to prior knowledge, and conducting thinking aloud or collaborative discussions.

Figure 1. Visual representation of the conceptual framework—conceptual change using induction, concretization, and exemplification (ConCICE) model. Solid arrows indicate influential relationships, while dotted arrows to be prepared for problem-solving and to notice the connections and disconnections between prior knowledge and Algebra problems (Asghar et al., 2012; Higgins, 1996). The induction to knowledge activation also supports students' help-seeking behaviors, assisting them with problem recognition and providing potential resources to systematically ask for help. The collaborative procedure of help-seeking creates interactive experiences that potentially help students accommodate existing knowledge. Examples of induction for knowledge activation include identifying learning topics in Algebra problems, providing students with tools to effectively and efficiently connect to prior knowledge, and conducting thinking aloud or collaborative discussions.
Second, concretizing Algebra problems can support students in building personal meanings of abstract math problems (Fyfe et al., 2014). The concretization of problems can be procedural or conceptual. Procedurally, concretizing problem solving with stepped evaluations of math problems can offer students opportunities for self-monitoring and reflections, which can lead to moments of conceptual change (van Gog et al., 2020). Conceptually, mathematical concepts can have multiple representations and studies have shown that students could better benefit from more concrete representations such as texts and graphs than mathematical notations. Therefore, connecting abstract variables, expressions, or functions to real-world word problems and visualizing them with graphs can be effective in supporting students to fully understand Algebra problems, triggering conceptual change.

Finally, exemplification in Algebra learning can be helpful to clarify goals of problem-solving (e.g., what results are expected), reduce students' cognitive load, develop long-term memory for procedural fluency, and potentially support students to transfer what has been gained in the examples to problem-solving (Kapur, 2014; Ridwan et al., 2021). Strategies of exemplification include providing worked examples to a current problem, demonstrating alternative solutions to help students see the flexibility of Algebraic problem-solving and connections of prior knowledge, and recommending relevant learning resources such as videos and worksheets for further practice and clarifications. Although the aforementioned strategies have been shown to be valuable to support students' conceptual change, their effects are subject to individual differences. The next section discusses students' constructs that can influence the effects of these strategies on Conceptual Change.

3.3 Moderators of Conceptual Change

Studies have shown that students' failure tolerance, achievement goal orientation, and self-efficacy could significantly influence their achievement of conceptual change, three of which are important constructs of students' academic motivation. Students with low levels in these constructs can choose to avoid conflicts in their cognition, ignore their misconceptions in learning, or reject replacing their existing cognitive schema (Potvin, 2021). First, advancement in learning needs exposure to challenging tasks relative to students' abilities. However, such challenges can lead to setbacks and stress in learning. Failure tolerance describes students' attitudes towards setbacks in learning. Students with high failure tolerance tend to better adapt to uncertain, confusing, and frustrating situations in learning. Second, achievement goal orientation demonstrates students' beliefs on what matters in learning, where previous studies showed that mastery orientation could be essential to yielding conceptual change as the orientation is related to students' embracement of challenges (e.g., Kang et al., 2005). Third, students' self-efficacy is closely related to their effectiveness in adopting learning strategies for problem-solving and persistence toward goals (e.g., Simamora & Saragih, 2019), where students with a higher self-efficacy tend to demonstrate more conceptual change (Potvin, 2021).

4 SIGNIFICANCE AND ORIGINALITY

To the best of my knowledge, this study is the first of its kind to examine the affordances of ConvAI using both rule-based and language generation techniques to support online Algebra I learning. Specifically, this study grounded its scaffolding with the ConCICE framework to systematically and effectively provide support for algebra learners. The language generation component is extended based on my prior investigations on natural language generation to generate socially responsible, inspiring, and supportive conversations (see Li & Xing, 2021; Li et al., 2022). The findings of this study
can provide instructional design insights, methodological innovations, and pedagogical implications for learning designers, researchers, and instructors. Meanwhile, the developed ConvAI is open sourced (repo1 & repo2) to allow further extensions and reusable integration with other learning platforms.

5 METHODS VIGNETTE

This study will adopt a mixed methods approach using a sequential explanatory design. The iteration conducts a two-week pre-experimental study with pre- and post-test design without a comparison group to measure students' constructs on academic motivation and conceptual change. At the end of the iteration, I will also measure students' acceptance levels with the ConvAI. The pre-experimental study intends to recruit two classes of 8th-grade students (n = 40-50) who are taking Algebra I in Math Nation. Besides quantitative data collected with scales and behavioral logs in the platform, the study also collects students' qualitative data of open-ended questions and discourses with the ConvAI. The iteration starts with a quantitative analysis to understand the affordances of the ConvAI on students' motivation and conceptual change. Qualitative analysis will then be conducted to explain and elaborate on the findings. All constructs (e.g., motivation, conceptual change) will be measured with validated instruments.

There were ethical concerns about applying a technological intervention to middle school students. However, most of them would be addressed through the IRB. One consideration was that the effects of AI on students could be subject to individual differences, which could yield educational equity issues. This study would investigate how individual differences interacted with AI technologies. Implications on the equity examination would be provided in the study to inform researchers and practitioners.

6 CURRENT STATUS

Currently, I have finished the first two chapters of this study to elaborate on its significance, theoretical foundations, and relevant studies. I have also conducted a Delphi study to inquire and synthesize EdTech experts' opinions on the design of the proposed ConvAI. A prototype has been developed based these experts’ collective feedback. Two teachers have agreed to participate in the study and help with students recruitment, upon the approval with IRB.
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ABSTRACT: As more decisions in higher education are being justified with data, it becomes critical to research how equity, diversity, and inclusion (EDI) are affected by these data-driven decision points. This research plan explores how to use learning analytic dashboards (LADs) to inject EDI-related data to aid instructors in making course decisions to create equitable and inclusive course environments. Using informational interviews and an exploratory field, this research will examine how different data storytelling elements will affect instructors' understanding of the data and, eventually, the decisions they make from those interpretations.

Keywords: Learning Analytic Dashboard, Equity, Diversity, Inclusion, Data-Driven Decision-Making

1 BACKGROUND AND GOALS

Across post-secondary institutions, decisions related to strategic planning, pedagogy, curriculum, admissions, and promotion and tenure, occur continuously (Fairweather, 2002) and have consistently remained essential to higher education. Increasingly, these decisions are guided by data (Hora et al., 2017), offering researchers new opportunities to investigate decision-making processes empirically. Amid these ongoing decisions, many higher education institutions have espoused a commitment to advancing equity, diversity, and inclusion (EDI). Enacting this commitment creates the potential not only to gain insights into the decision-making processes in higher education but to identify interventions in the decision-making processes to improve the educational climate for minoritized and underrepresented students. While there are many decision-making points in higher education, this research will concentrate on decisions made by instructors to improve the classroom environment. This study continues the robust research direction of using a Learning Analytics Dashboard (LAD) to communicate data to instructors for decision-making.

Previous research on LADs has shown them to be instrumental in understanding the effects of how instructors make sense of data and adapt these data insights into their teaching pedagogy (Echeverria et al., 2018; Li et al., 2021; Wise & Jung, 2019). Even with the vast amount of research on instructor-facing LADs, there has been minimal exploration into incorporating EDI into LADs to create more inclusive and equitable classrooms (Williamson & Kizilcec, 2022). This research will test different features of an instructor-facing LAD to understand how instructors use equity-related data and, ultimately, how they use it to improve their courses. The research questions guiding this high academic quality research are:

- RQ1: What behavioral and performance course data influences instructors' decisions to promote equity and inclusion in their courses?
• RQ2: What data storytelling techniques in LADs can be used to facilitate understanding equity and inclusion-related information?

• RQ3: To what extent does including equity and inclusion-related information in course dashboards influence instructors’ (a) perceived usefulness of the dashboard, (b) perceived usability of the dashboard, (c) number of concrete proposed actions, (d) equity-relatedness of proposed actions?

2 CURRENT KNOWLEDGE, EXISTING APPROACHES, AND PROPOSED SOLUTION DIFFERENTIATION

2.1 EDI Dashboards

Dashboards are a common tool used to inform decision-making because they communicate data in various ways and have the potential for far reach. However, research on EDI dashboards in higher education is limited (Williamson & Kizilcec, 2022). There have been specialized areas of education, such as nursing and radiology, that have explored the use of EDI in dashboards using case studies (Oates et al., 2022; Schmidt & MacWilliams, 2015). In higher education, the Equity Scorecard (Harris & Bensimon, 2007) explored using dashboards for improving equity and laid the groundwork for emphasizing the importance of quantitatively measuring inequities and putting the results into the hands of university decision-makers. While the Equity Scorecard and other case studies improved equity at individual institutions equipped with the resources to sustain a team, they have not provided a large-scale solution for displaying equity-related information for decision-making.

2.2 Visualizations, Instructional Data-Driven Decision-Making, and Data Storytelling

Within education, continuous improvement refers to monitoring policy, processes, and outcomes to identify and correct problems (Hora et al., 2017) but rarely includes how to translate data into actionable knowledge (Hora et al., 2017). Though the educational arena has begun using learning dashboards to give students and faculty feedback, recent research has begun to concentrate on moving beyond “usable” visualizations toward those effective for teaching and learning (Charleer et al., 2018; Echeverria et al., 2018; Schwendimann et al., 2017).

Data visualizations tell a story about data; however, the complexity of the story and how it is communicated varies (Wojtkowski & Wojtkowski, 2002). Narrative visualizations are methods intended to tell a story and have been included in systems via functionalities like user-created annotations (Wojtkowski & Wojtkowski, 2002). Data Storytelling (DS) encompasses techniques for communicating the story of data by utilizing narrative tools like plots or structures (Charleer et al., 2018; Echeverria et al., 2018), yet existing research has not established which visual elements support the narrative. Echeverria et al. (2018) build from these ideas and propose “Educational Data Storytelling,” an approach that designs interfaces for visual learning analytics focused on clearly explaining student data that aligns with the teacher’s intended learning design (Echeverria et al., 2018). To be effective, data storytelling design must consider motivating and informing the user of appropriate actions (Echeverria et al., 2018).
One technique that DS employs to motivate and inform users is messaging (Hullman & Diakopoulos, 2011). While messaging has been shown to have a significant impact on influencing people’s motivation to accept EDI initiatives and adopting pro-EDI behaviors (Dover et al., 2016; McClanahan et al., 2022; Plaut et al., 2011), there has been limited exploration into these effects when messaging is combined with data visualizations (Jarke & Macgilchrist, 2021). Studying those effects is even less common for educational dashboards displaying EDI-related data (Jarke & Macgilchrist, 2021; Williamson & Kizilcec, 2022). This research proposes using Echeverria et al.’s (2018) Educational Data Storytelling in conjunction with psychological theories of motivation related to accepting and adopting pro-EDI behaviors.

3 RESEARCH METHODOLOGY

To understand how equity-related data can best be displayed to instructors, this research will utilize a.) informational semi-structured interviews to understand what data instructors need to help improve equity and inclusion in their courses and b.) an exploratory field study to understand how instructors react when presented with equity-related data about their courses.

3.1.1 Context

This study will be conducted within an academic department at a selective research university in the United States. The data displayed in the dashboards will come from the student information system (SIS) and the learning management system (LMS). The participants will be a mix of tenure-track and lecture faculty who teach undergraduate large lecture courses in the information science discipline. The instructors currently do not receive any data about their courses in the form of a dashboard.

3.1.2 Informational Semi-Structured Interviews

Prior to showing instructors a dashboard for addressing equity and inclusion in their courses, semi-structured interviews will be conducted with five instructors. These interviews will start by asking instructors about their prior experiences addressing equity and inclusion in their courses, including questions about prior ideas about gaps in their courses. Then the instructors will be asked about general data/analytic needs, followed by specific questions regarding what data would be helpful for equity and inclusion. The interview will end by addressing data presentation and asking questions regarding what type of messaging would be most helpful.

3.1.3 Exploratory Field Study

The field study will be conducted using ten instructors who are different from those who participated in the informational interviews. Two dashboards will be designed and built to conduct a within-subjects field study using the information gathered from the informational interviews. Since this study will also introduce dashboards to the participant pool, using a within-subject design helps to parse out findings related to general dashboard use versus the usage of a dashboard displaying equity-related data. One dashboard will display general course information in the form of historical data related to past student performance and withdrawals and current semester information about the currently enrolled students. While there will be some data disaggregation by major or year in school, the data will not be disaggregated by any socio-demographic indicators. The second dashboard will be designed to show similar historical and current semester information similar to the first dashboard described above. However, it will also allow and use DS elements to encourage the disaggregation of
the data based on various socio-demographic indicators such as race/ethnicity, gender, and first-generation status.

To focus the instructors for the field study, they will be tasked with generating changes they can make to their courses to improve equity and inclusion. Each instructor will first be presented with dashboard one, followed by a short survey, and then they will be presented with dashboard two, followed by another short survey. While reviewing each dashboard, the researcher will ask each instructor to provide commentary on their interpretations of the data and dashboard elements. The short survey following each dashboard will ask questions about usability and usefulness, along with providing a space for instructors to detail the changes they would make to their course. After they have reviewed both dashboards, a semi-structured interview protocol will be used to gather participants’ summarizing thoughts on the dashboard experience and to ask about additional data they would need to make decisions about improving equity and inclusion in their course.
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1 BACKGROUND

In Learning Analytics (LA), data visualisations and dashboards are often used to deliver insights to different stakeholders (Verbert et al., 2020). The extensive use of data visualisations stems from the need to represent complex data analytics succinctly so they can be easily understood (Sosulski, 2019). Interactive visualisations (e.g., zoom, filter, search, etc.) have become a popular design strategy to visualise high-dimensional data (Yi et al., 2007), addressing a key limitation of static visualisation by allowing users to select which data are displayed and the form they are presented (Few, 2009).

Typically, visualisation techniques are selected according to user experience criteria such as usability. However, these techniques are dominated by an assumption that the role of the visualisation is to transmit pre-defined insights to users in a one-way channel. The users' role is relegated to one of "information consumer", with minimal opportunity for agency or consideration of context and environment. This can be problematic in dynamic learning contexts where concepts and meanings are constructed over time and include opportunities for learning in the moment.

Learning which is meaningful to the learner is seldom limited to receiving or recalling pre-packaged information but involves active meaning-making through interactions; seeking novelty and integrating new ideas with previous experience; recognizing possibilities for application, critiquing, challenging, extending; and allowing the process to change their actions or perspectives. This active engagement is a process of meaning-making that relies on the learner's socio-cultural context, previous knowledge and immediate learning environment (Martinez-Maldonado et al., 2017). The designer cannot know many of these factors in advance. Thus, pre-defined visualisations will always be deficient to some extent, limiting meaning-making opportunities for the learner.
2 RESEARCH QUESTIONS

This research holds the notion that interactivity in visualisations can support a richer meaning-making process for the learner than static visualisations. In short, we hold that meaning arises from interaction and can be found through action in the world (Dourish, 2004). The user’s meaning emerges from interactions between the user and the world around them relying on the socio-cultural context and technological opportunities for interaction (de Souza et al., 2016). Such a position proposes an interesting design challenge: how might visualisations be designed to allow meaning-making within the learner’s context if that context is not fully known in advance of the interaction? This question is further explored by the following sub-questions:

- What is the role of user-system interactions concerning the user’s meaning-making?
- What is the impact of user-system interactions in reflective learning?
- Can user-system interactions support different learners’ contexts? If so, how?

3 WHO DECIDES WHAT IS MEANINGFUL

Data visualisations often employ a set of pre-established techniques, practices and guidelines to create meaningful artifacts (Rosner, 2018). Typically, information flows in one direction: from data to viewer. The use of visualisations as a channel to convey a message brings the assumption that meaning is a property of the visualisation. However, new avenues for research in visualisation design may be found in re-thinking information flows as more like a negotiation, where meaning unfolds through interaction opportunities (de Souza et al., 2016). A negotiation approach acknowledges that meaning is not a property of the visualisation, but rather meaning emerges from user-system exchanges.

Exposing the assumption of meaning being a property of the visualisation raises the question, who decides what is meaningful? Traditionally, designers are in charge of understanding the users’ context and deciding which view of the data is going to be meaningful to the users. To improve the designers’ knowledge of the users’ context, human-centred design (HCD) aims to include diverse users, interpretations and a broader socio-cultural context (Jivet et al., 2018). Meaning is crafted with users which improves technology use, but it is still pre-defined in advance.

Meaning-making through interactive visualisation is consistent with theories of learning as more than a cognitive process (Goodyear et al., 2018; Kress & Selander, 2012; Shepard, 2000). These theories posit that people actively engage in making sense of a situation by drawing from their history, cultural resources, identities, emotions and environment including technology (Fenwick et al., 2011). This view is widely accepted in education research (Goodyear et al., 2018). Yet designing visualisations that support dynamic learning contexts with unknown socio-cultural elements that can facilitate or hinder the learning process is challenging (Shepard, 2000). To accommodate the flexibility needed to support dynamic learning contexts, visualisation techniques need to be rethought, moving from pre-defining meaning in advance towards negotiating meaning through interaction opportunities.

HCD has advanced visualisation design by including the human-in-the-loop and reducing the gap between design and intended use (Sarmiento & Wise, 2022). However, computational interactivity in design can have a greater role to play than their usual cognitive portrayal and can potentially extend the micro-contexts that limit HCD artifacts to be transposed to other contexts.
4 INTERACTION OPPORTUNITIES

This research uses the term “interaction opportunities” to refer to interactive elements of a visual display that afford users the ability to explore data and make meaning that has not been pre-determined by the visualisation designer. They are not merely event-response pairs attached to screen elements (see Table 1). Interaction opportunities serve to allow users to reach the interpretation that is most important to them (Sengers & Gaver, 2006). Users can have different intentions and motivations for the same interaction (Huta, 2016). However, by focusing on designing computational interactivity based on interaction opportunities instead of designing just for transmitting information, visualisations can support more intentions and motivations with the same interaction. The purpose of design is not to predict what users need to know, rather it is to provide opportunities to engage in meaning-making through computational tools given certain data. Proposed opportunities for interaction explored in this paper include comparison and association as desired tasks from a teacher/learner perspective (Sedrakyan et al., 2019) and transition for awareness of change in the interface. The differences in meaning-making opportunities, when designed for interactivity as compared to those designed in advance, are explored in Table 1.

Table 1: Comparison and association techniques are commonly used when exploring data. Designers decide on the users’ behalf what is most important based on their interpretation of the users’ intentions. However, interaction opportunities hand in the power to explore the data to the user. The role of the designers is to facilitate opportunities for meaning-making to emerge.

<table>
<thead>
<tr>
<th>Interaction opportunities</th>
<th>Computational interactivity</th>
<th>Designing in advance</th>
<th>Designing opportunities</th>
</tr>
</thead>
<tbody>
<tr>
<td>Comparison</td>
<td>Interface capabilities to compare the data</td>
<td>The designer decides which data stays and not based on their comparison needs</td>
<td>The users can add/remove data based on their comparison needs</td>
</tr>
<tr>
<td>Association</td>
<td>Interface capabilities to associate the data</td>
<td>The designer shows important associations overview to fine details</td>
<td>The users can associate data from overview to fine details</td>
</tr>
<tr>
<td>Transition</td>
<td>Interface capabilities of awareness of change</td>
<td>The designer animates important elements</td>
<td>The users’ actions activate animations on most elements</td>
</tr>
</tbody>
</table>

These interaction opportunities are evaluated by the notion of meaning arising from interaction (de Souza et al., 2016). We adopt Martela & Steger’s (2016) view of meaning as having three components: 1) coherence as the cognitive component to understanding experience, 2) purpose as the goal-oriented component and 3) significance as the value worth component.

Interaction opportunities supported by computational interactivity are just one piece of the meaning-making puzzle in dynamic learning contexts. The experiments in interactive visualisations under this conceptualisation aim to provide opportunities that will invite users to interact while at the same time supporting diverse motivations and intentions by curating an environment where meaning-making is more likely to occur.

5 METHODOLOGY

Mixed-methods experiments are designed to explore how the presence or absence of interaction opportunities affects participants’ meaning-making in a learning analytics dashboard. The
experiments follow an embedded mixed methods design with a quantitative element as the primary design and qualitative elements as a secondary design (DeCuir-Gunby & Schutz, 2017).

The experiments use data from the GoingOK platform for reflective writing http://goingok.org. The platform offers a large quantity of reflective writing data including pseudonyms, timestamps, group codes, reflection text and reflection state points (0 - distressed to 100 - soaring). The platform groups students according to logical learning groups (e.g., units, classes, courses). Students can write a series of short reflections over time, typically the duration of the class (e.g., a 13-week semester).

Quantitative data are collected via a survey that captures participants’ orientations to interactions using the Hedonic and Eudaimonic Motives for Activities-Revised scale (HEMA-R) (Huta, 2016) used in previous HCI research focused on meaning (eg., Mekler & Hornbæk, 2016). The qualitative component is composed of two parts to investigate how the participants meaning and meaning-making were affected. First, is a think-aloud component where teachers narrate why they are doing specific actions while interacting with the interface. Second, a semi-structured interview after the experiment. The semi-structured interview has at its core the qualitative aspects of the concept of meaning - coherence, purpose and significance (Martela & Steger, 2016). The hypotheses to be tested are a) interaction opportunities do not have an effect on the aspects of the concept of meaning and b) interaction opportunities do not have an effect on orientations.

The participants are current users of the GoingOK platform in the role of teacher (group administrator) or student (author). Each participant’s role is associated with a different experimental protocol.

The artifacts are four dashboards (two for teachers and two for students) developed and designed using the D3.js visualisation library in a Typescript environment. Both static and interactive visualisations share a common typescript class ensuring that both dashboards include the same key components. The experimental dashboard extends the typescript classes with functions that facilitate a range of interaction opportunities. The source code for these visualisations is open source and available on GitHub. The visualisations and content on the dashboards for each participant’s role are the same; the difference is in the interaction opportunities available to the users. The experimental dashboard has comparison, association, and transition interaction opportunities while the control dashboard lacks these. Data familiarity effects were not minimized as meaning-making acknowledges the importance of the relationship between data and user.

5.1 Teachers experiment

This experiment is A/B (i.e., control and experimental settings) with repeated measures where the independent variable is interaction opportunities. The participants are current lecturers or sessional academics at an Australian University and have access to student data. The participants were asked to explore the data in the dashboard as if the semester was recently finished. To date, 4 participants have participated in the study: 1 male and 3 female, 2 academics work in teaching and education and
the other 2 in information technology. This group will have three iterations of the protocol described in Figure 1. Each iteration will incorporate feedback into the experimental dashboard.

**Figure 1: Experimental protocol. Blue rectangles collect qualitative data and green rectangles collect quantitative data. The protocol has a duration of one hour in total**

### 5.2 Students experiment

The participants are students undertaking/finished a unit where the GoingOK platform is offered as a reflective journal. This experiment will be composed of two phases: 1) A/B with repeated measures where the independent variable is interaction opportunities. It is expected to recruit a total of four participants. This phase will follow the protocol described in Figure 1. The participants will be asked to explore the data as if they just finished the unit. This phase will serve as a pilot study to gather detailed insights into the student’s needs. 2) A/B with independent measures where the independent variable is interaction opportunities. This phase will follow a different protocol as it will be deployed completely online by embedding a link to the HEMA-R scale, which will include an additional textbox to collect short user experiences. It is expected to reach hundreds of students with this. The participant’s task will be to explore the data as desired while undertaking a unit. The students’ dashboard using natural language processing (NLP) analysis will find phrases associated with reflective writing and show them in a timeline to identify trends and a network to identify associations. This data will be available to both control and experimental groups only differing in the interaction opportunities available to them.

### 6 PROGRESS

To date, the first iteration of the teacher’s experiment has been finalised and the data analysed. Based on the feedback received the teacher’s experimental dashboard has been updated. The student’s dashboard development is ready for the first iteration of the experiment waiting only on the results of the NLP model.
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1 BACKGROUND

The multifaceted nature of university teaching means educators think about and act in relation to multiple aspects that comprise a classroom. Learning analytics is but one aspect that can be brought into the environment to help enrich what is already known to ultimately improve possibilities for meaningful action by the teacher. There has been relatively little focus on the perspectives of university teachers and how learning analytics fits with their existing practice in the research to date (Heilala et al., 2022; Hilliger et al., 2020; Klein et al., 2019; Kollom et al., 2021; Shibani et al., 2020). Previous studies that have explored teacher interaction with learning analytics tend to be in research settings rather than authentic classroom settings (Ifenthaler & Yau, 2020; Knobbout & Van Der Stappen, 2020; Valle et al., 2018). In addition to this, the learning analytics tools used in these studies were often purpose built for the research project and not widely available to the majority of teachers at an institution (Corrin et al., 2016; Knobbout & Van Der Stappen, 2020; van Leeuwen et al., 2015). Limited attention has been paid towards authentic classroom settings and how the teacher integrates learning analytics into their practice.

Existing studies about learning analytics also tend to be primarily quantitative in nature with a focus on the technical intricacies involved to explain causes for student attrition or the effectiveness of certain learning designs (Avella et al., 2016; Papamitsiou & Economides, 2014; Viberg et al., 2018). There are few qualitative studies that investigate in detail university teachers’ use of readily available learning analytics in their everyday practice. This is important because the insights that can be derived from qualitative studies allow for a broader consideration of the significant factors in student learning. This includes things such as the teaching philosophy of the individual teacher and related conceptual models of higher education teaching and learning (Biggs & Tang, 2011; Laurillard, 2002; Prosser &
The premise here is that human utilisation of learning analytics is just as important as the technical design aspects. Learning analytics is not an autonomous force outside human control that of itself can result in improvements to student learning. It is but one tool in a suite of tools available to teachers. If the potential of learning analytics is to be realised it is crucial that contextual factors are considered and understood. The teacher and their everyday practices are a key part of this.

While student learning can be supported through teachers’ use of learning analytics (Ifenthaler & Yau, 2022; Knobbout & Van Der Stappen, 2020), the practical problem informing this study is that such benefits are not reaching students because there is no widespread integration of learning analytics into teaching practice (Kaliisa et al., 2021; Klein et al., 2019; Viberg et al., 2018). Closer attention needs to be paid to settings where learning analytics is actually being used by teachers as part of authentic practice. If we accept that learning analytics is valuable, then it is vital that universities focus their investment so that it gets used by the right people for the things that are most effective. This involves more than student attrition. Learning analytics has the potential to help enrich learning experiences for all students. Regardless of institution-level efforts to harness learning analytics, the classroom (online or otherwise) is where the learning process is enacted and ultimately how students are primarily guided towards successful outcomes. So it is important to understand what teachers think about learning analytics and how they currently make use of data in their everyday practice. Doing so can help to identify what needs to be in place to facilitate meaningful and sustained use of learning analytics.

2 RESEARCH GOALS

The purpose of this study is to examine how university teachers use learning analytics in their everyday teaching practice. Little is known about the broader practices of university teachers with a unit of work from start to finish and how learning analytics fits within this context. As pointed out by Scanlon et al. (2013), many different education technologies that have failed to understand the perspectives of teachers and the circumstances of their work do not end up being used for sustained periods of time in authentic settings.

The central research question for this study is:

How do university teachers use learning analytics in their teaching practice?

The following sub-questions guide the study:

1. How does a university teacher use learning analytics in a unit?

2. What influences a university teachers’ use of learning analytics in a unit?

3 STATE OF CURRENT KNOWLEDGE

Other studies have highlighted the importance of context and the pedagogical complexities that arise in different education settings (Avramides et al., 2015; Kaliisa et al., 2021; Klein et al., 2019; Ma et al., 2018). So, when these complexities are taken into account, learning analytics has been shown to have more success integrating into teacher practice (Knobbout & Van Der Stappen, 2020; Shibani et al., 2023).
2020). These findings provide support for the premise that aligning learning analytics with teacher practices can help realise the potential benefits of learning analytics through sustained and meaningful application in class.

Finding common ground with how learning analytics can be integrated into teacher practices can be difficult when nuance exists in different university settings. The increased investment put into learning analytics by universities has been criticised for being disconnected from the lived experience of educators as it is often approached from a top-down institution-wide perspective (Colvin et al., 2015; Kaliisa et al., 2021; Sclater & Mullan, 2017). There has been relatively little focus on the perspectives of university teachers and how learning analytics fits with their existing practice in the research to date (Heilala et al., 2022; Shibani et al., 2020). To understand more about the use of learning analytics by university teachers, contextual factors that influence practice need to be investigated. Despite the importance of combining learning analytics with pedagogical approaches, few empirical studies demonstrate how this actually takes place in practice.

4 SIGNIFICANCE

The unique investigative focus of this study provides an opportunity to advance understanding by examining the wider practices of university teachers as they undertake a unit of work from start to finish and how learning analytics is positioned within this setting. Doing so will help explain teacher motivations, implementation approaches, challenges and outcomes when using learning analytics readily available in everyday practice. Some of this work has already begun with Shibani et al. (2020) looking at teachers use of an automated writing feedback tool in their classrooms. The doctoral study outlined here takes a more holistic viewpoint by examining teacher practices as they prepare for, and teach a unit to explore how learning analytics tools, readily available across the institution, are used and/or not used. This provides an opportunity to advance the learning analytics research agenda through a richer understanding of the perspectives of teachers and the circumstances of their work.

5 METHODOLOGY OVERVIEW

This study takes a qualitative approach to explore the issues involved with university teachers’ needs and practices concerning learning analytics. Five university teachers have been selected using a stratified purposive sampling strategy (Creswell, 2020), seeking a wide variation on a common dimension. Here the common dimension is university teachers using learning analytics in practice. The variation comes from different educational settings, such as a large first year undergraduate unit or a small postgraduate unit delivered fully online. Cases are bounded at the same site with similar infrastructure. The University of Wollongong, Australia has been selected for the study. I have been working at this site in the field of learning analytics for eight years, allowing me to be aware of a range of academics across the university that use and do not use learning analytics in their teaching. Because of this work I am also familiar with the technical infrastructure that enables learning analytics to be implemented. The selection of this site also takes advantage of circumstances that enable information to be collected from participants that are easily accessible.

The study will be anchored to specific experiences and accommodate situational complexity to investigate similarities and differences between each case. The Theory of Practice Architectures (TPA) (Kemmis & Grootenboer, 2008) will be used as a way of explaining what practices are made up of and
how they are both influenced by and shape the environment in which they exist. TPA is a form of practice theory, which encompasses a variety of sociocultural theories concerned with practice (Nicolini, 2013). Practice architectures are seen as socially constructed activities that involve sayings, doings and relatings that come together in the "project" of a practice (Mahon et al., 2017). A project covers the intentions motivating a practice, the actions (interconnected sayings, doings, and relatings) carried out during the conduct of a practice, as well as the ultimate goals aimed for through the practice. There are three kinds of arrangements seen to exist at the same time at a site of practice: cultural-discursive arrangements, material-economic arrangements, and socio-political arrangements. These arrangements are interrelated and provide the conditions in which practice unfolds. Here the focus is on teaching as a practice rather than on the teacher themselves.

To understand how a teacher uses learning analytics in a unit they have been followed over an entire semester. Different types of qualitative data (interviews, observations, and artefacts) were collected along the way, with data interpretation occurring contemporaneously to inform subsequent data collection points. Six one-to-one semi-structured interviews were conducted, one before semester, four subsequent check-in interviews during semester, and a final interview after semester. Following negotiation with participants during the initial interview, data was also collected through face-to-face classes. Figure 1 summarizes the method and timing of data collection for each case.

**Figure 1: Study Design Overview**

Ethical considerations for this study include the use of pseudonyms for participants and the use of a consent form to confirm participants understand what information is being collected and they consent to it being used in the intended manner. While some student data was noted during observations, this was to set context and potentially serve as stimulus for interview questions with teachers, not for in-depth data analysis. Obtaining informed consent from students was therefore not necessary, as I did not need to identify any of these people for the purposes of the study. Nevertheless, any student data collected has been de-identified via a concordance file in line with best practice for data management in case studies (Yin, 2018). Furthermore, any results arising from such data will be reported in aggregate form to further protect student anonymity.
This study operates within a qualitative research paradigm based on particular philosophical assumptions. The stance here is that 'reality' is constructed within historical and social contexts by individuals. Knowledge is socially constructed rather than standing alone objectively from everything else. Under this paradigm the researcher embodies the data collection mechanism, so it is important to acknowledge my own subjectivities to help minimize bias (Creswell, 2020). The motivation for this study stems from my professional work in a central university unit developing learning analytics tools for teachers and others to identify students in need of support. This study provides an opportunity to extend this work by providing an opportunity to better understand the perspectives of teachers and how learning analytics fits with their existing practice. I am approaching this study as somebody who is not a teacher in this context. Similarly, participants may view me through the lens of my operational role rather than as a researcher. While I cannot get rid of these subjectivities, different strategies will be adopted to reduce their impact on the quality of the study: member checking and triangulation. In addition to this a reflexive journal is being used throughout the study to continually interrogate my own practice as a researcher and to remember I am not a neutral force and that my own subjectivities shape what I see.

6 STATUS

I have developed and defended my research proposal. I am about to complete data collection for the study. Data collected for each case consists of interviews, observations, and artefacts. I have also started writing up the methodology and results sections of my thesis.
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ABSTRACT: Despite the advantages of Blended Learning (BL), several studies have shown that students require high levels of self-regulation to succeed in these practices. Still, there is little understanding of how students organize their learning in BL settings. This paper presents the objectives and current status of a thesis that seeks to understand how students’ Self-regulated Learning (SRL) strategies manifest in BL contexts and how technological solutions can promote them. The contributions of this thesis are three-fold. First, we aim to develop novel analytical solutions to understand the dynamics of how SRL unfolds in BL contexts. Second, we propose studying dashboard-based solutions to support students’ SRL and teachers in promoting this ability. And third, we propose several case studies for evaluating both the analytical framework and technological solutions in authentic BL contexts. We expect that this thesis will contribute to Learning Analytics (LA) with new measures and tools to better understand the dynamics of SRL in BL.
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1 INTRODUCTION

In recent years, and especially after the COVID-19 pandemic, Blended Learning has become more varied and commonly applied (Pelletier et al., 2022). Blended Learning (BL) combines traditional face-to-face and computer-mediated instruction (Graham, 2005). While BL has been shown to have positive pedagogical advantages, many students have problems regulating their learning (Broadbent, 2018; Graham, 2005), raising great interest in understanding and supporting students’ self-regulation abilities in these scenarios.

Self-regulated Learning (SRL) is defined as a complex process that combines meta-cognitive, motivational, and emotional processes (Panadero, 2017). Prior research shows that students’ SRL ability is a good predictor of their behavior and success in a course (Maldonado-Mahauad et al., 2018). However, most studies on SRL have been conducted in online contexts and cannot be directly extrapolated to BL settings. Only a few studies have been proposed to understand how these SRL processes manifest in BL (Araka et al., 2020; Broadbent, 2017).

To provide meaningful SRL support in BL, understanding how both external factors (e.g., the influence of the teacher or face-to-face classes) and internal factors (e.g., students’ self-regulation abilities) influence learners’ behavior in these contexts is key. This is one of the current challenges of the LA community since the analyses based on data traces are heavily influenced by the dynamics of the system in which the students operate (Dawson et al., 2019; Jovanović et al., 2021). Moreover, this is especially difficult in BL settings, where students are exposed to different learning modes (i.e., face-to-face or online) supported by various technologies. To better understand how students self-regulate in BL, there is a need to develop approaches that consider both external and internal factors across the different learning modes of BL scenarios in a holistic manner.
2 OBJECTIVES AND RESEARCH QUESTIONS

The general objective of this thesis is to (1) investigate how students’ SRL strategies manifest in BL scenarios and to propose and (2) evaluate a Learning Analytics (LA) technological solution based on user-centered dashboards (for teachers and students) to support effective learning strategies. Three main objectives are derived from this general objective:

- **Objective 1:** To develop an analytical framework to study how students’ SRL strategies manifest as a process across BL modes in a holistic manner.
- **Objective 2:** To offer novel dashboard-based technological solutions for supporting SRL in BL.
- **Objective 3:** To study the adoption and impact of the proposed technological solutions on students’ SRL behavior and teachers’ actions.

2.1 Measuring SRL in BL

Different methods have been proposed for studying how SRL manifests in different learning contexts, especially in online learning environments. These proposals go, from using self-reported data (Araka et al., 2020), to detecting tactics and strategies using the trace data collected from the course’s Learning Management Systems (LMS) (Fan et al, 2021; Fincham et al., 2019). Some studies have also made the relationship between these techniques and the SRL theory to overcome the limitations of the context-specific nature of LA (Fan et al., 2021; Maldonado-Mahauad et al., 2018). Most of these methods have been applied online, and very few in Blended Learning settings. One of the problems is that the methods currently used fall short of capturing the influence of external factors, such as teacher interventions. In fact, analytical methods proposed in prior work encounter difficulties in providing indicators in real-time and in giving temporal meaning to the collected data (Jovanović et al., 2021), especially important in BL environments, in which face-to-face activities are combined online tasks. From this, we derive the following research question:

- **RQ1:** How can existing LA methods be adapted and combined with qualitative data to create an analytical framework for characterizing the dynamics of students’ SRL strategies in BL?

2.2 Supporting SRL in BL

Researchers have proposed different approaches to support students’ SRL (Pérez-Álvarez et al., 2022). According to Wong et al. (2019), the most common techniques consist of using educational prompts and integrated support systems based on dashboards. These solutions transform raw data into ‘actionable insights’ to produce students’ behavioral changes (Jørnø and Gynther, 2018). So far, most of this prior work has been conducted in online settings, such as Massive Open Online Courses (MOOCs), where students have low interaction with the teacher (Wong et al., 2019).

Only a few studies have studied these solutions in BL contexts (e.g., Shyr et al., 2018; Michel et al., 2017; Pérez-Sanagustín, 2021). These studies suggest that dashboards could be appropriate for supporting SRL strategies and assisting students’ goal setting, strategic planning, and time management, promoting their motivation and impacting their course performance (Pérez-Sanagustín et al., 2021; Matcha et al. 2020). And of these works, we identify two main limitations. First, current
tools focus on supporting the students, misleading the role of the teacher, which is important in BL settings. Second, while some tools are based on theoretical models for SRL, it is still unclear if students understand them and incorporate them into their SRL strategies. This poses the following research questions for the project:

- **RQ2**: How useful (interpretable, actionable, and comprehensive) are the existing indicators provided dashboard-based solutions for supporting students’ SRL and teachers in promoting this ability?
- **RQ3**: How do these dashboard-based solutions influence students’ strategies and teachers’ decision-making in BL scenarios?

### 3 PROJECT METHODOLOGY

Design Based Research (DBR) will be used as a methodological approach for guiding the whole thesis development. This approach combines experiments in real-world settings with theoretical models (Reimann, 2011). The interventions will be based on the NoteMyProgress (NMP) tool (Pérez-Sanagustín et al., 2022), a Moodle plug-in that provide both, teachers and students with dashboards based on indicators for supporting self-regulation. Three experimental cycles will be carried out to improve the tool and the analytical frameworks iteratively. After each cycle, the results will be published as part of the LASER project following an Open Science Framework.

All data collected during the thesis will consider the ethical considerations imposed by the laboratory in which this research is taking place. A Data Management Plan will be published for each experiment and revised by the ethical committee of the University using the DMP OPIDoR tool. Also, a simplified data declaration treatment for the whole project will be defined and sent to the ethical committee.

### 4 CURRENT RESULTS

So far, we have finished the first design cycle of the project and started the second one. The main results of this first cycle are (1) two research conference papers published at the European Conference on Technology Enhanced Learning (EC-TEL) 2022 about the design and development of the NMP Moodle Plugin (Pérez-Sanagustín et al., 2022) and its evaluation in a BL authentic context (Villalobos et al., 2022); and (2) the first version of the NMP Moodle Plugin. These results contributed to the advancement of the different objectives of the project.

#### 4.1 Objective 1 – An analytical framework for measuring SRL in BL

The proposed analytical framework combines (1) self-reported data, (2) trace data and (3) course metadata (e.g., prior grades and face-to-face class schedules). The framework uses self-reported

---

1. See [https://osf.io/s86au/](https://osf.io/s86au/)
2. See [https://dmp.opidor.fr/plans/16597/export.pdf?export%5Bquestion_headings%5D=true](https://dmp.opidor.fr/plans/16597/export.pdf?export%5Bquestion_headings%5D=true)
instruments to measure the SRL ability profile of the students. This is combined with an analytical method that analyzes the trace data to extract tactics and strategies used by the students.

In Villalobos et al. (2022), we extended an analytical method proposed by Fincham et al. (2019) to incorporate the information from face-to-face classes, a crucial factor of BL. The method divides the data analysis into four steps: defining actions, detecting tactics, detecting strategies, and running statistical comparisons between students based on their employed strategies. Tactics are the underlying process that explains the students’ actions during a learning session. These tactics are detected using a Hidden Markov Model (HMM). Strategies are defined as sequences of tactics applied by the student. To detect the strategy used by one student, we make a sequence of their applied tactics and when the tactic took place with respect to the face-to-face session. These sequences are then clustered using hierarchical clustering methods. Finally, we analyzed statistical comparisons between the students that applied different strategies.

4.2 Objective 2 - Novel technological solutions for supporting SRL in BL

The first version of NMP consisted of a dashboard-based solution for the students. These dashboards provide information about students’ activities in the course to support time management and strategic planning. The design processes, detailed in Pérez-Sanagustín et al. (2022), consisted of workshops with experts and teachers. The tool’s usability was tested in a local evaluation with teachers. Finally, we assessed the tool’s impact on two university courses during a class semester. The results show that, although teachers found the tool useful to monitor students’ advances, it lacks of support for students, who need actionable information in real-time.

4.3 Objective 3 - Adoption and impact of SRL support tools

In Villalobos et al. (2022), we observed that the use of the NMP tool was relatively sparse. The tool was adopted mainly by students with a high level of self-reported self-regulation ability. The students that used the tool mostly incorporated it into existing tactics, meaning they probably added NMP into prior learning strategies. Finally, no relationship was found between the student’s grades and their use of NMP. Further research will explore how to improve the support provided to students.

5 FUTURE WORK

One of the main limitations of our advances so far is that the proposed analytical framework can only be used a posteriori (once the course is finished). That is, we can only analyze what happened in the course but not influence the students’ actions as the course moves forward, in real time. Furthermore, the results found using the sequential analysis methods, such as Hidden Markov Models and clusters, are challenging to interpret. All of this limits our ability to give insights to the students and teachers to promote action in real time.

Recent works by Jovanović et al. (2021) and Saqr et al. (2021) propose context-dependent and context-independent indicators that could be used as real-time feedback for students. Short-term, and as part of the second research cycle, we propose building upon these indicators to propose temporal-based indicators that capture students’ dynamics in the course and how they affect their behavior. Specifically, we propose conducting a qualitative study using user-centered design and anthropological methods to evaluate the students’ understanding of these temporal-based indicators.
and whether this supports action. This study will be done in collaboration with the Millennium Nucleus Student Experience in Higher Education in Chile (NMEDSUP)\footnote{https://nmedsup.cl/} to see how this work can be extended to different institutions and contexts. Long-term, and as part of the third and final cycle of the thesis, we propose to integrate these temporal indicators into NMP or other technological solutions and evaluate their impact in actual learning contexts to update the analytical framework of the thesis.

The contributions of this thesis will have implications at the theoretical, analytical, and teaching practice levels about how to understand the different factors that affect the dynamics of SRL in BL in a holistic manner.
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ABSTRACT: The use of learning analytics to build predictive models identifying students at risk of not finishing their studies is becoming more common in Higher Education. In professional education, focused on skills rather than knowledge-based education, the practice is still relatively unheard of. My research is based on Toastmasters International (TMI); a global public speaking organization of over 350,000 Members. My Doctorate aims to see whether predictive models can apply in the area of Professional Development; providing data-driven insights into drop-out (retention in 2019/20 was around 54%) to support these volunteer-run Clubs. My first step has been to obtain anonymized data on the UK population of Toastmasters (8,000+) and their interaction with the Learning Management System (LMS). The next step is to combine this with data about their Membership (such as tenure and Club) to evaluate if an effective predictive model can be built. My full study will then attempt to create a model for the entire population.
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1 SUMMARY OF MY RESEARCH

1.1 Background and Problems

Whilst there is significant research on the use of predictive models in Higher Education (HE) and to a lesser degree in Massive Open Online Courses (MOOCs) (Phillips and Ozogul, 2020), there is little outside of these fields, including the realm of Professional Development. Like many educational and development organisations outside of formalised education, TMI struggles with retention. The Toastmasters educational programme (Pathways) focuses on learning by doing. Members attend regular Club meetings where they perform roles and give speeches to improve their abilities in leadership and public speaking. The educational material needed to carry out these projects is on Pathways (this is the name of the LMS as well as the program name) which Members must therefore access for the material and to indicate progress. When a particular level (akin to a badge/ certificate in MOOCs) is achieved, this attainment is authorised by a relevant Club Officer before being bestowed.

People join such organisations because they want to improve in the skill that the organisation purports to help its Members develop; not because they wish to achieve a particular educational milestone that exists in the mind of the program authors (Handoko et al., 2019). This aligns the area of Professional Development with perhaps more similarities to MOOC research rather than in formal HE.
An additional complication of TMI is the nature of its decentralised, hierarchical construction. At the top Head Quarters level, paid employees design and deploy educational material, oversee policies, collect Membership fees and provide instruction. Most individual Toastmasters will only ever have a vague knowledge of this ivory HQ tower based in Colorado and instead will know Toastmasters by the volunteer Officers who run their local Club. This dynamic means that, similar to distance learning (Herodotou et al., 2020), the individuals who interact with the learners are removed from the centre where the concept and program originated. Spotting or acting on signs of disengagement or disenfranchisement is down to individuals who may not be trained, engaged, comfortable or incentivised in doing so. In such a context, a centralised data-based predictive model could provide visibility to HQ of what is happening with Members and their engagement with the program on the ground, as well as support and early warning to Officers and Members themselves.

Although my research is looking at this potential application of predictive modelling through the lens of TMI, the problem of retention itself is applicable to many other contexts (other decentralized programs of development or education, more informal learning contexts, even membership). Constructing a predictive model in a less formal educational environment (to those seen in HE such as Herodotou et al., 2019) will also necessitate the use of less typical fields associated with more traditional predictive model approaches; the findings of which could broaden the potential applications of such modelling techniques.

1.2 Research Goals and Questions

My research goal is to see whether we can predict Member drop-out of Toastmasters. In order to progress this goal I have two lines of enquiry open to me depending on the lens that I wish to use for my enquiry. The first is a micro lens -if I wanted to make predictions about an individual, my research would be qualitative and the prediction not based on the presence/absence of certain variables as an ordered and observable event but on the subjective nature of an individual’s interaction and their personal circumstances.

In order to contribute new knowledge of significance I will have to move beyond a Club or local level and adopt the second line of enquiry, applicable to the wider level of TMI. This is where my framework comes in as a critical realist – combining the theory of science (the macro lens) with the complex nature of the social world that we inhabit (Williams et al., 2017). With a micro lens an individual is complicated but with enough people (and a macro lens) trends and patterns in groups can be observed that will indicate if that sub-group is less or more likely than others to perform a certain action. The prediction will not be true for all individuals but it is likely to hold for a large enough proportion that the exercise holds value. Therefore, my aim is to investigate whether predictive models can be used in a Toastmasters context to meaningfully predict Members at risk of not renewing. Specifically:

RQ1: How can we make use of predictive learning analytics in the Toastmasters LMS to identify Members at risk of non-renewal in the next period.

RQ2: To what degree do Member demographics such as tenure, qualifications achieved and strength of Club affect the predictive model – potentially necessitating different models for different clusters, or rendering certain clusters unpredictable.
1.3 Current Knowledge

In formal education, retention is normally the completion of a qualification or programme of study. Outside of this arena, matters are less clear. The arena of MOOCs is a common example; MOOC authors may see retention as the completion of the course (and dependent on the provider model, obtaining a certificate) but it is possible that learners signed up for curiosity or to learn more about a subject with no intention of completing a qualification. In Toastmasters despite the qualification element, arguably this Professional Development experience is more akin to a membership. Members sign up to achieve a goal (such as improve public speaking) and judge their success for themselves. A recent TMI survey of non-renewing Members (594 responded, a response rate of 6.1%) said 89.9% of them felt that Toastmasters had helped them reach their goals and on average 7.7 out of 10 would recommend Toastmasters (Toastmasters, 2020). These statistics appear positive (though of course do not include the views of non-responders which may differ); most Toastmasters who had now left, felt they had been helped to achieve their goals.

The goals that a learner sets for themselves (or had in mind when signing up, as discussed in Jansen et al., (2020) study on self-regulated learning in MOOCS where learners detailed their intentions for the course on sign-up) will therefore have an effect on what MOOC authors would call “completion” rates or retention for TMI (see also Handoko et al., 2019 and Mrhar et al., 2020). TMI themselves define retention as the payment of two consecutive Membership payments (due twice a year). Whilst Pathways completion is encouraged, there is no obligation or enforcement to complete Pathways Levels within time-frames (or in fact at all).

The creation of predictive models has become one of the most common aims of Learning Analytics (LA) and has been expanding from 37 studies in 2011 and 450 in 2018 (Phillips and Ozogul, 2020). Other examinations of case studies (Ferguson and Clow, 2017 and Viberg et al., 2018) may have differed on their definitions and findings regarding positive outcomes from LA but the main conclusions are similar; there was not enough robust evidence in the field or systematic research in this area. With the large numbers involved in TMI, research into predictive modelling here could provide widespread benefits not only for Toastmasters and skills development, but arguably also contribute something of value to this wider evidence base for HE.

1.4 My Contribution

As a Professional Doctorate student I bring my own practice and context to my research. I am a Member and Club Officer (a voluntary position needed to run Clubs at a local level) of Toastmasters International (TMI), an international public speaking and leadership development organisation of over 350,000 Members. My experience and insider status places me in a privileged position to not just access the necessary data for predictive model construction, but also the understanding and sensitivity of the context that has generated this data; both within the Learning Management System (LMS), Pathways and also the Membership tenure data that surrounds it.

There is limited research in the public domain to be found on Toastmasters. The research that does exist (such as Plourde et al., 2018) is mostly descriptive and anecdotal with effectiveness “proven” by opinions from those who enjoyed the programme (led/set up by an enthusiastic individual). For an
educational programme to stay relevant and purport to be of high quality, there should be robust and empirical research on it. This is the first obvious gap in the literature review.

Pathways, the Learning Management System, is a new addition to TMI and provides a wealth of data points for analysis and potentially construction of a predictive model to look at Member retention by flagging those Members whose behaviour in the system shows a similar trajectory to others who then dropped out. This illustrates the gap that as the LMS is new, there is no prior research on it. Application of Learning Analytics is also rarely found outside the field of HE (or to a lesser extent, beyond MOOCs) marking another gap my research could contribute to.

These gaps both lead to the first research question: How can we make use of predictive learning analytics in the Toastmasters Learning Management System (Pathways) to identify Members at risk of non-renewal? This research is completely new to Toastmasters and I have the support and a Memorandum of Understanding from TMI themselves. As illustrated previously, this research is also likely to have wider implications for Professional Development and more informal educational spheres in general.

Alongside this, data will allow us to see how Members progress through the program itself (such as total time spent in the system, duration between and order of project completion), which could indicate if there are issues with particular projects or tasks and if Members are behaving as TMI intended. This marks another gap in current knowledge; we do not know how Members interact with Pathways and what this behavior might tell us about their tenure.

Learners are not all the same and this is demonstrably true of Toastmasters Members. Analysis of the data should identify different clusters of Members which could aid our understanding of their behaviour as different Member clusters are likely to act in different ways.

1.5 Research Methodology

My study is going to be a non-experimental quantitative design. Pathways is a new system for Toastmasters which brings with it more data-points than were previously held by TMI. The data for the modelling/quantitative part of my research falls into the category of secondary data. TMI has agreed to give me access to their Pathways data in an anonymized format. For the pilot study, I have received the UK dataset (c.8,000 active Members) and a number of specific data points summarized in Table 1. My experience as a Toastmaster leads me to some hypotheses, combined with my understanding of the available LMS and TMI Membership data has focused my request on data points relating to: membership tenure and qualifications achieved (someone who has completed one Pathway (levels 1-5) may decide there is no more to learn, someone who has been a Member for fifteen years is perhaps less likely to leave as it is likely to have become part of their social life); Club joined (Clubs have various levels of quality); and time between various educational achievements (someone progressing quickly may have a specific aim in mind and leave when they achieve it, someone taking months between activities lacks momentum and commitment and may drop-out).

<table>
<thead>
<tr>
<th>Field</th>
<th>Data type</th>
</tr>
</thead>
<tbody>
<tr>
<td>Id</td>
<td>Unique id field</td>
</tr>
</tbody>
</table>

Table 1: summary of data fields obtained from TMI
The full list of fields requested is given in the Appendix as Table 2 and will give measures of a Member’s Toastmaster history. I will also need to construct a number of additional variables for my data based on calculations between supplied fields for my models (such as time between dates, total Pathways levels completed and years of Membership).

I aim to initially use SPSS (IBM statistics software) for my modelling. It is a program that I have access to via the university and I have previously (successfully) used it to produce predictive models (via binomial logistic regression) to find charitable donors in a large dataset (250,000+ individuals).

Once my pilot study is complete and I have a preliminary model, I aim to conduct a small number of interviews (study 2) of participants whose data in the model is of particular interest – due to being an outlier or an average example. TMI will have kept an index translating the id they have supplied me in my anonymized set so that they can go back to the individual it relates to and then pass on a message from me asking if they would be willing to volunteer for an interview. If they consent and respond, I will then be able to explore the behaviour I saw in the data to see if this insight helps me to better understand and ultimately improve my model.

For my main study I will construct a model for the whole TMI database (350,000+ active Members) and ultimately hand this over to TMI themselves for their use. Whether this requires the exact same fields to be collected or if more/alternative fields are needed will depend on the findings of my pilot model and subsequent participant interviews.

1.5.1 Ethical Considerations

The pilot data I received is anonymized. The interview portion (study 2) of my research will change the ethical dynamics as these individuals will make themselves, their opinions and behaviors known to me; I will have to ensure proper informed consent is obtained and that my interviewer position as a Toastmaster Member working on behalf of TMI does not influence responses as much as I am able to.

My position as a practitioner in my own research space brings with it advantages. I have an understanding of the context Toastmasters operate in and some of the nuances behind data-points due to my position as an insider. However, this may bring a particular bias to my study – I am a practitioner therefore I think that my area of practice (Toastmasters) is inherently worthy and positive and I have my own hypotheses formed by my experience. Making use of assistance from my supervisors and the LAK23 Doctoral consortium will help to review my model with objectivity.
1.6 Current Status

I am working through a Professional Doctorate Programme at the Open University. I have completed the two year taught phase of the program in which I have written up draft literature review, methodology and research methods sections, upgraded to the research phase, obtained ethical approval for my pilot and received my initial set of data from TMI. By the time of LAK23 I aim to have developed a predictive model, be writing-up my pilot and considering the full study. I am seeking support from others interested in predictive analytics in professional development, considerations when moving from a small pilot to a larger dataset, critique and feedback on my pilot model and the experiences of those who have used qualitative interviews to supplement their models.
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**Table 2: Data points for study 1**

<table>
<thead>
<tr>
<th>Field</th>
<th>Subfield</th>
</tr>
</thead>
<tbody>
<tr>
<td>Some sort of id (that can be backtracked by TMI)</td>
<td></td>
</tr>
<tr>
<td>Member since (date)</td>
<td>(Calculated field on membership length)</td>
</tr>
<tr>
<td>Current member (Y/N)</td>
<td>Last renewal date</td>
</tr>
<tr>
<td>Club(s)</td>
<td>Age of club</td>
</tr>
<tr>
<td></td>
<td>Corporate sponsorship Y/N</td>
</tr>
<tr>
<td>Pathways initiated (Y/N)</td>
<td>Date</td>
</tr>
<tr>
<td>Pathway(s) selected</td>
<td>(name of Pathway)</td>
</tr>
<tr>
<td>Level 1 completed (Date)</td>
<td>(Calculated field pathways date and level 1 date)</td>
</tr>
<tr>
<td>Level 2 completed (Date)</td>
<td>“</td>
</tr>
<tr>
<td>Level 3 completed (Date)</td>
<td>“</td>
</tr>
<tr>
<td>Level 4 completed (Date)</td>
<td>“</td>
</tr>
<tr>
<td>Level 5 completed (Date)</td>
<td>“</td>
</tr>
<tr>
<td>Highest Pathways level achieved</td>
<td>“</td>
</tr>
<tr>
<td>Date of most recent project completed</td>
<td>Calculated field most recent project completion to now)</td>
</tr>
</tbody>
</table>
Competency-based summative assessment through online simulation leveraging analytical methods and techniques

Author: Ágnes Meleg
Corvinus University of Budapest
agnes.meleg@uni-corvinus.hu

ABSTRACT: Competence assessment is challenging, especially in a form of summative assessment, measuring multiple competencies simultaneously. Due to the imbalanced student-teacher ratio and the variety of programs, competence assessment can be highly demanding in higher education. The goal of this research is to develop a scalable, simulation-based approach and assess students’ abilities and 21st century skills, relying on learning analytics and educational data mining techniques, to get insight into student competencies. After having the particular method developed – a 3-hour long online simulation with embedded student surveys –, 160 students completed the assessment in two waves. Leveraging the trace data generated during the simulations and the survey data (self- and peer assessment), several different analyses are being conducted, building on descriptive statistics, clustering, and structural equation modeling (SEM), in combination with qualitative research (focus group, interviews). Based on the preliminary findings the solution gives valuable self-reflection and learning experience for students, and beneficial insight for teachers about student competencies.
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1 BACKGROUND

Competence assessment is resource-intensive and challenging, especially in higher education (HE) due to different programs, learning paths, goals, and student profiles. On the other hand, considering the competency-based approach both in the educational and working environment, there is an increasing need for competence assessment, with extreme attention to 21st century skills, such as communication and teamwork.

The current study seeks to close an existing gap in competence assessment in higher education presenting a scalable, semi-automated, simulation-based approach, combined with learning analytics and educational data mining methods and techniques, using trace data and self-reported data.

2 GOAL OF THE RESEARCH

There is a lot of uncertainty and confusion around the definition of competence and competency. In this research – building upon the work of Moore et al. (2002) – the author refers to competence as an area of work (macro level), and to competencies as attributes (knowledge, abilities, and skills) that underlie successful professional performance (micro level).

Even though various methods have been introduced to assess student competencies – such as survey-based self-assessment (for example, Lachmann & Nilsson, 2021), peer assessment,
supervisor assessment (Liang et al., 2020); multi-participant assessment through exercises (González-Marcos et al., 2016; Brilingaitė et al., 2020); assessment through sensors (Dominguez et al., 2021) –, there is not one single well-accepted way, as all approaches have both strengths and limitations, motivating the researchers to look for new possibilities.

With this current work through embedded case studies, the researchers present a competence assessment method addressing certain limitations of previous works and suggesting novelty in terms of the simulation itself and the use of learning analytics methods and techniques to analyze the (trace) data generated during the simulations for assessment purposes (in combination with other data sources – e.g., peer review).

3 RESEARCH QUESTIONS AND METHODOLOGY

In the research, both qualitative and quantitative methods are applied, following the guidance of Viberg et al. (2018). In the first phase surveys were used for data; while in the second and third phases experimental simulation with embedded surveys, interviews and focus group were applied, combined with different analytical methods.

As part of the research a particular simulation has been developed for Management Information Systems Bachelor Students, mapping the competencies set in the program (based on centrally defined regulation: Hungarian Ministerial Decree: 18/2016. VIII. 5. – See extract in Appendix), and adding 4C (communication, collaboration, critical thinking, creativity) components to the exercises, as generic skills are essential based on employers’ feedback (e.g., Burns et al., 2018; Cummings et al., 2020).

In terms of analytical solutions, descriptive statistics and clustering have been applied, and structural equation modeling (SEM) is under progress in the current work.

<table>
<thead>
<tr>
<th>Table 1: Research methodology</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Main research areas</strong></td>
</tr>
<tr>
<td>Get insight into student competencies</td>
</tr>
<tr>
<td>How do students see themselves and each other compared to the simulation results?</td>
</tr>
<tr>
<td>What competencies should the students improve?</td>
</tr>
<tr>
<td>What student groups could be distinguished based on the assessment?</td>
</tr>
<tr>
<td>Investigate how best to provide students with feedback about their result</td>
</tr>
<tr>
<td>Learn about the relations that may exist among the different competencies</td>
</tr>
</tbody>
</table>
4 CURRENT ACHIEVEMENTS

4.1.1 Competency-based summative assessment through online simulation

Following the previously published framework (Meleg & Vas, 2020), as a first step, we examined the possibilities of assessing student competencies in HE. Besides studying previous research works and interviewing experts in the field, the researchers launched a survey targeting the main stakeholders: students and teachers, focusing on the Management Information Systems Bachelor Program of the University. 132 graduating students and 22 professors participated in the survey covering several questions connected to competence assessment in HE. The main outcome was that there was a surprisingly high interest from both sides towards student competence assessment in the program: 92.4% of the students stated that competence assessment would be beneficial (55.7% of the students interested in this opportunity also provided their contact details for a future pilot assessment); similarly, 95.5% of the professors stated that competence assessment would be beneficial for students.

Based on the positive outcome, the researchers started the work to design a student competence assessment method considering the following: i) students and professors’ opinions, ii) professional experience and opinion of experts of the field, iii) previous works related to competency-based student assessment.

Considering the fact that graduating students are very close to starting their careers, when talking about their summative assessment, it is suggested to move away from the traditional educational assessment methods (exams, tests), and get closer to practices of the working environment. In many cases assessment center (AC) is part of the recruitment process in the working environment to test candidates’ behavior, skills, and abilities. Traditional assessment centers are not commonly used in educational settings due to their resource-intensive nature. In the current study, the researchers applied an online simulation approach, which is – similarly to the AC – suitable for simultaneous assessment of several people performing simulated work exercises, and at the same time, it is less resource-intensive.

The exercises and the platforms were designed and created in a 2-month period thanks to the iterative, collaborative work, and to the involvement of business professionals. During the assessment, generic 4Cs and program-specific competencies are measured with a mapping method (Figure 1).

![Figure 1: Schematic example for competency - exercise - score mapping](image-url)
As a result, a 3-hour online simulation event was conducted in 2021 as a pilot assessment to evaluate student competence against the expectations set in the program, and it was followed by another in 2022. In total 160 students participated (80-80 in both case studies). All students gave their consent to analyze their data – considering ethical concerns.

The students received a guideline for the simulation, explaining to them the simulated work environment and what to expect during the event. According to the scenario, the students work for a fictional company, Vision Consult, as Business Informatics Consultants in the EMEA region. They work in small teams, in various locations, receiving requests on a daily basis from colleagues and from clients. Their task and goal are to give solution to all the client requests.

The requests arrived at the simulated CRM system, from four imaginary companies. In addition, one internal request was sent to their inbox from an “HR colleague”. Some of the requests/exercises were connected to each other, therefore the participants had the chance to familiarize themselves with the personas, understand their business needs, and get an insight into the different industries. With one exercise several competencies could be assessed simultaneously, and one competency could be assessed through several exercises (many to many relations).

In the first stage, the students had 1 hour to work on 10 exercises, individually, after that they received access to an interactive platform where they had to assess what they would do or answer to the requestor based on their preliminary work. They could always choose from 9 options; every option meant different score combinations, considering the measured competencies (Figure 1). In total students could earn a maximum of 64 points (40 coming from ability scores and 24 from 4C skills).

In the second stage, the participants were asked to work in their teams to discuss the requests and decide together which option they would go with prior to a common agreement. Finally, in the third stage, the students were asked to evaluate themselves and their team peers (the questionnaire statements were created according to the Hungarian Ministerial Decree: 18/2016. VIII. 5., and based on previous works, e.g., Hinyard et al., 2019). At the end of the event, in the last survey, the participants had the chance to give their opinion about the event itself.

The characteristics of the assessment could be summarized as the points show below:

- Thanks to the design, it could be easily repeatable, only changing the request numbers, and/or the personas, and/or the order of the options in the matrices;
- It is feasible on a larger scale thanks to the online platforms and the ETL processes for automatic evaluation;
- Multiple competencies could be evaluated at the same time;
- It is enjoyable and beneficial for students considering the simulation set-up.

4.1.2 Results through data analytics

For the analysis the researchers had the following data sources: i) digital activity and interaction data (MS Teams), ii) data from the matrix choices (Qualtrics), iii) self-assessment questionnaires (Qualtrics), iv) peer assessment questionnaires (Qualtrics), v) mapping table of choice options, exercises, and competencies (MS Excel).

The researchers first conducted data analysis in MS Excel and R Studio to have a first insight into the results. Firstly, the overall scores were calculated on an individual level. Secondly, detailed, competency level scores were calculated on an individual level. Thirdly, overall scores and detailed scores were calculated at a team level. Finally, self- and peer assessment scores were calculated on
an individual level, aggregating the peer values. The individual results show normal distribution in case of both assessment events (Shapiro-Wilk normality test: i) p-value = 0.6917, ii) p-value = 0.3764).

As a next step, clustering and multidimensional scaling (MDS) were applied to analyze the classes and to get an insight into students’ profile. Three data sets were analyzed next to each other: i) data from the results of the simulation on an individual level, ii) data of the self-assessment, iii) data of the peer assessment. In all cases, the same steps were followed. Data set was loaded into R 4.0.2 from a CSV file, it was cleaned, selecting the necessary data fields, and finally, data were standardized. Since our variables are numeric performance scores, they were standardized to have a mean of 0 and a standard deviation of 1. Both the k-means algorithm and hierarchical clustering were applied. Clusters were identified from all three data sets, and results were compared to each other.

The main results are summarized as follows. Through the assessment, the researchers could get an insight into students’ competencies and could compare the results of the two different classes (students who participated in the first event vs. students who participated in the second). Also, the main competency-specific improvement areas have been identified in both cases. We could see that even though we talk about students of the same program, their overall competency-set and profiles look slightly different. In addition, we learned that students could not assess themselves and each other as precisely as the simulation itself. Thanks to the clustering methods, four student groups were identified in both classes based on their assessment results, which could be leveraged in many ways – for example, by mixing the students across the clusters when creating teams for project works in their final semester.

Moreover, we could notice that with teamwork the students could achieve better results; at the same time, it should be highlighted that by the time of the team section, the students were more familiar with the concept and the exercises – as a result, the simulation also served as a learning experience for the participants. It is also notable that students appreciated the opportunity and university effort. They rated on a 0-100 analog scale the first event as follows: “The competence assessment through online simulation was...” difficult: 74.8, beneficial: 56.1, relevant: 61.5, and enjoyable: 53.7; whereas, the second event: difficult: 72.3, beneficial: 76.7, relevant, 77.9, and enjoyable: 72.2. This also means that as designers the researchers could improve the assessment event; and many positive comments were received as well from the participants, for example:

„The problems were relevant, quite difficult and enjoyable. It felt like a real working environment with the teams and the individual work. All-in-all a fun and useful event. :)”.

A paper has been submitted to *Educational Measurement: Issues and Practice*, describing in detail the assessment itself as well as the results of the descriptive analysis and the clustering. Since the method is generic, it could be applied in other programs of any other educational institution.

5 ONGOING AND FUTURE WORK

5.1.1 Focus group for student dashboard in the light of Human-Centered Learning Analytics

To provide students with valuable feedback in a form of a student dashboard, a student focus group was organized after the second assessment event. The students participating in the focus group received their assessment results in the current MS Excel-based printed PDF format as a starting point.
Through the moderated conversation, we could learn about student preferences and understand what would be valuable for them as feedback (e.g., results compared to their peers in an anonymous way). Based on the information, the researchers started to work on an enhanced dashboard in Tableau – with students, for students – in the light of Human-Centered Learning Analytics (HCLA).

5.1.2 **Structural equation modeling for competency relation evaluation**

The aim of the third research area within the whole research is to explore the (potential) relations among the competencies, e.g., how communication/collaboration/critical thinking/creativity relate to project management. The intention is to conduct SEM analysis in ADANCO, and at the same time, we are investigating further analytical methods for additional insights.
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Hungarian Ministerial Decree: 18/2016. VIII. 5. – Extract (translated by the Author)

Abilities as an outcome for students graduating from the Management Information Systems Bachelor Program:
- Able to prepare solutions to economic problems in cooperation with business and IT specialists, and provide IT support and development initiatives;
- Able to understand and analyze business processes, create requirement specifications for software applications, and perform basic programming tasks;
- Able to help adaption of economic applications, initiate organizational changes required for the introduction of IT applications, and cooperate during implementation;
- Able to explore the operating conditions of applications, weigh and communicate the benefits, threats and risks in real business, organizational environment;
- Able to perform database management related tasks, and execute basic data migration tasks;
- Able to apply system development principles and methods, and use development tools (business modeling and computer-aided development tools);
- Have the ability to explore and research problems specific to business informatics, and identify and collect the necessary resources to address them;
- Capable of operating economic applications and providing user services;
- Able to plan and manage smaller development projects;
- Able to resolve IT conflict situations in economic environment.
Promoting Effective Scaffolding for Self-Regulated Learning Strategies
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ABSTRACT: Self-regulated learning (SRL) is a concept that describes how a learner controls, monitors, and regulates their learning process. Being able to effectively choose and use learning strategies is crucial to becoming a skilled, self-regulated learner. Researchers aim to help learners improve their self-regulated learning and corresponding learning strategies by implementing learning analytics. This research aims to address the current issue of scaffolding on learning strategies by implementing state-of-the-art temporal and sequential analysis to identify learning signatures for each learner, which will reflect how learners use, regulate, and monitor their learning and their use of learning strategies. Learning signatures will subsequently be used for identifying the learner’s zone of proximal development (ZPD) in terms of learning strategies. Therefore, it is hypothesized that when the design and implementation of scaffolding is informed by the creation of learning signatures and by the identified ZPD, the adaptivity of scaffolding will be improved.
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1 INTRODUCTION

Self-regulated learning (SRL) is a concept that describes learners’ cognitive, motivational, and emotional aspects of learning and has been widely considered and applied in educational studies (Panadero, 2017). Whether learners can successfully and effectively self-regulate their learning is dependent on their ability to use, modify, and maintain appropriate learning tactics and strategies (Lim et al., 2021) and learners need to be properly trained to be able to effectively use, organize, and regulate learning strategies (Matcha et al., 2019). Learning analytics (LA) is a promising research field which aims at improving learning experiences through the analysis of learning data, which could be considered as one of the technologies to promote learners SRL skills. However, limited attention has been emphasized on how LA-based scaffolding could facilitate improvements on learners’ SRL, especially on learners’ effective use of SRL strategies and tactics. As such, to promote the practical meaning of LA, more studies are expected to promote effective instructional practices and interventions (Gasevic et al., 2015).

Given that the SRL is an informative concept that explains the learning process, and that learning strategies and tactics are interconnected and embedded in the SRL model, the overall purpose of this research is to consider how to design and implement actionable and effective interventions to scaffold learners’ use of learning strategies and tactics, as well as to improve learners’ SRL skills so that learners can effectively regulate their use of learning strategies and tactics.
2 BACKGROUND

2.1 Learning tactics and learning strategies

Learning strategies and learning tactics are two concepts that are constantly used in both general educational psychology and the field of learning analytics, though researchers are yet to reach consensus on their conceptualizations. To date, there are many terms for describing and explaining how learners learn and how to learn effectively, including but not limited to, learning strategies (Weinstein et al., 2011), learning approaches (Biggs, 1993), learning tactics (Winne, 2013), learning skills (Winne, 2013), and learning techniques (Dunlosky et al., 2013). However, each direction is conducted separately, and has resulted in divergent views among each scholar. Some scholars use the same term but explain it in different ways, while others may use different terms but are in fact describing the same understanding.

When examining the various empirical studies that focus on the identification, interpretation, or instruction of learning strategies, there are two main conceptualization ambiguities. First, it is noted that different researchers tend to adopt different definitions in different empirical studies (Gasevic et al., 2017; Fincham et al., 2018). This could result in weakened comparability of findings among different empirical studies as different conceptualisations present distinct interpretations. Second, most learning strategy-related empirical studies did not provide clear rationale on why certain a conceptualisation was chosen instead of others. For this reason, researchers from many empirical studies tend to adopt a broader definition so that to avoid potential ambiguities and inconsistencies (Fincham et al., 2018). This tendency of avoiding specific definitions or to escape from providing clear rationales could result in reducing interpretability of their research findings. Therefore, it is imperative to provide a clear review on how learning strategies and tactics are conceptualised in the literature so as to improve comparability and interpretability among different empirical studies. As such, the first research question (RQ1) is: How are learning strategies and learning tactics conceptualised and measured in the literature?

2.2 Learning signature

The term “learning signature” is used to describe how a learner learns by reflecting their use of learning strategies and tactics that are captured by trace data (Winne, 2022). The word “signature” is used here to imply that each learner should demonstrate a unique pattern of learning processes, just as individual’s signature is different from others. The main purpose of creating learning signatures is to present an all-round snapshot of a learner’s SRL skills from a specific learning task so that researchers are better informed in understanding what and how learning strategies can be improved. It is expected that a learner’s learning signature could provide a holistic and accurate picture of the learner’s cognitive and metacognitive processes during a learning task, which would potentially allow researchers to discover fine-grained-level ‘spots’ where intervention and feedback should be designed for. Meanwhile, the representation of learning signature can be framed based on the SRL model developed by Winne and Hadwin (1998). There are three constructs that explain Winne and Hadwin’s SRL model, and are summarized as three acronyms – COPES (Winne & Hadwin, 1998), AEIOU (Winne & Marx, 1989), and SMART (Winne, 2017) (see the Appendix for the relationship among the three models). It is anticipated that learning signatures will represent how learners choose, use, and modify learning strategies and tactics in specific learning tasks. Specifically, being able to productively employ
SRL means being able to accurately evaluate the learning context in which cognitive and metacognitive operations are applied, being able to strategically choose effective learning strategies and tactics, being able to be reflective in judging the extent to which applied strategies and tactics are effective, and being able to be adaptive to calibrate or improve their cognitive and metacognitive operations. It is therefore expected that learning signature could model 1) how learners enact learning strategies and tactics on the information (i.e., learning content) and 2) how learners metacognitively choose, adopt, and adjust their learning strategies and tactics. As such, the second research question (RQ2) is: How to create learning signatures based on the strategies and tactics evident in learner data.

2.3 Zone of proximal development

Once learning signatures are created for each learner, the next step involves clarification of what and to what extent the scaffolds should be provided. To address this question, the zone of proximal development (ZPD) is a promising theoretical construct which could guide the direction of scaffolding. ZPD is defined as “the distance between the actual development level as determined by independent problem solving and the level of potential development as determined through problem solving under adult guidance or in collaboration with a more capable other (Vygotsky & Cole, 1978; p. 86).” The key idea derived from the concept of ZPD is that skills such as learning strategies or learning tactics that are taught outside the learner’s ZPD will be less likely to be accepted or be encouraged to use by learners. For example, if trace data indicate that the learner has predominantly used a low level of cognitive learning such as rehearsing or rereading, immediate suggestions of using metacognitive level strategies such as self-evaluation or organization might be too difficult for the learner to learn.

Some learning analytics researchers have recently begun using process mining techniques to identify and cluster learners into different performance groups, and compare learning patterns between the highest performing group and the lowest performing group (Bannert et al., 2014; Saint et al., 2022). However, this research direction is limited to making practical inferences such as directly suggesting detected learning strategies (i.e. the “ideal” activities) from more successful learners to less successful learners (Bannert et al., 2014). It is therefore expected that more studies will address this limitation and propose and design more adaptive and practical scaffolding for interventions. This proposal will therefore attempt to address this concern by introducing the theory of ZPD to create and evaluate an algorithm that will produce more adaptive and actionable scaffolding and feedback. Specifically, ZPD refers to the zone of a learner’s cognitive ability within which corresponding learning strategies or tactics are learn-able and usable to the learner. As such, the third research question (RQ2) is proposed as: To what extent can we identify ZPD reliably for each individual learner with respect to their use of learning strategies and tactics?

2.4 Just-in-time and just-in-case scaffoldings

Implementing personalised scaffolding while learners are engaged in the learning task is a promising research direction, as Pardo et al. (2019) concluded that LA-based personalised feedback positively correlates with academic performance and because of the improved quality of LA-based feedback, learners’ satisfaction with LA-related support has improved. However, it is still unclear whether and to what extent personalised scaffoldings would trigger learners’ cognitive or metacognitive
adjustments to their use of learning strategies. Creating learning signatures provides opportunities for researchers to investigate how and to what extent learners apply ZPD-informed personalized instruction. This doctoral research is therefore designed to evaluate the effectiveness of ZPD-informed personalized scaffolding and to investigate to what extent learners will adopt the instructions. As such, the last research question (RQ4) is proposed as: To what extent could the LA-based scaffolding effectively support learners in the adoption and use of learning strategies and tactics?

3 METHODOLOGY AND PROCEDURES

3.1 Current projects and data collection

Two major projects are involved for this doctoral proposal – “Facilitating Self-Regulated Learning with Personalised Scaffolds on Student’s own Regulation Activities (FLoRA)” project funded by UK’s Economic and Research Council, Dutch Research Council (NWO), and German Research Foundation (DFG) and “Data analytics-based tools and methods to enhance self-regulated learning” funded by the Australian Research Council as a Discovery Project 2022 (ARC DP22).

All data collections are conducted in a technology-enhanced learning (TEL) environment (see the Appendix for the interface of the TEL) where tools such as annotation, highlighting, time-planning, and feedback in the mode of just-in-time auto-generated scaffolding are provided. The ethical approval for both projects (the FLoRA project and the ARC DP22 project) were granted by Monash University. The data collection process includes three parts – a pre-test session, a writing session, and a post-test session. The pre-test session involves a survey that asks participants to complete, and a questionnaire which collects information about participants’ pre-knowledge, background relevancy, self-efficacy, motivation, and English proficiency. The writing session consists of two hours where participants are expected to complete a 300 – 400 words essay. Learning trace data (mouse click, navigation log, and keyboard stroke) will be collected while participants are engaged in the task. Lastly, the post-test session includes a transferring test, a post-test, and an interview were conducted in the post-test session. Types of data that will be used to answer each research question is summarized in Table 1.

3.2 Methodology

The proposed methodologies for each research question are concluded in Table 1. In detail, the study 1 will be conducted as a narrative literature review. The Study 2 involves utilizing process mining to model the learning signature. It is expected that the process mining analysis will visualize each learner’s sequence of learning tactics/strategies used. In addition, the meta-data includes survey data that represents learners’ internal factors, including efficacy expectation, outcome expectation, incentives, etc. Lastly, the ideographical approach will be used to model learning signatures for each learner. For Study 3, same data will be used as in the Study 2, and clustering analysis will be conducted to identify groups of learners who demonstrate a similar learning signature. Finally, Study 4 involves collecting new data (scaffolding included) and modeling the learning process of the learner after the scaffold has been received. Whether and to what extent learners will calibrate their use of learning strategies and tactics will be examined so that to inform the effectiveness of scaffolding is informed by learners’ ZPD.
Table 1: The data collection and methodology overview

<table>
<thead>
<tr>
<th>Study</th>
<th>Data type</th>
<th>Methodology</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Subjective selection of four strands of conceptualisation.</td>
<td>Narrative literature review</td>
</tr>
<tr>
<td>2</td>
<td>Trace data collected from log file (no scaffoldings)</td>
<td>Process mining analysis based on the Trace-SRL measurement protocol</td>
</tr>
<tr>
<td>3</td>
<td>Task score</td>
<td>Clustering analysis</td>
</tr>
<tr>
<td>4</td>
<td>Trace data collected from log file (scaffolding included)</td>
<td>Process mining analysis based on the Trace-SRL measurement protocol</td>
</tr>
</tbody>
</table>

4 PRELIMINARY FINDINGS AND PUBLICATIONS

Preliminary findings for answering RQ1 are summarized in Figure 1. The preliminary finding indicates that there are both convergence and divergence among the four strands.

![Figure 1: Four strands of conceptualization -- preliminary comparison](image)

To answer RQ2 and RQ3, the data collection is currently in progress through the TEL tailored for the ARC DP22 project and is expected to be finished by the end of October, 2022. In detail, trace data will be analyzed to reveal how learners operate on the platform, how they self-regulate their learning, and what learning strategies and tactics will they use without scaffoldings. To address the RQ4, a qualitative study is conducted which aims at analyzing interview data to obtain insights about learners’ perception and experiences from scaffolding (see the second publication below).

All publications related to this doctoral proposal are summarized below:

• One journal paper is in progress and is related to the RQ4 (the proposal has been accepted as a special issue in the Journal of Computer-Assisted Learning) – second author. Title: When and why learners benefit from personalised scaffoldings for self-regulated learning: a qualitative study.

• One journal paper submitted to the Journal of Computer Assisted Learning – joint second author. Title: Harnessing the potential of trace data and linguistic analysis to predict learner performance in a multi-source writing task.

• One paper is in progress and is related to the RQ1–first author. Title: What do we mean by learning strategies: a narrative review.
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Appendix 1: The SMART, COPES and AEIOU models. Adopted from Winne (2022)

Appendix 2: The technology-enhanced learning (TEL) environment. Adopted from Fan et al. (2022).
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ABSTRACT: Data Science is an interdisciplinary field that requires solving problems. Even though there are many Data Science education courses, programs, and certificates, the design of these courses does not concentrate on problem-solving. In addition, mastering data science problem solving (DSPS) requires careful design of educational interventions to provide learners with ample practice opportunities on those skills. The rich problem-solving literature underscores the importance of cognition and metacognition; however, they have yet to be explored in the DSPS context. Using various learning analytics and machine learning techniques, this dissertation research attempts to address this gap by (1) building models of cognitive and metacognitive processes while learners are engaged in DSPS activities and (2) exploring the role of cognition and metacognition in predicting learning outcomes. This work may inform the design of DSPS learning environments that can encourage the education of competent data science problem solvers.
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1 BACKGROUND

Data Science (DS) is an interdisciplinary field with a strong emphasis on problem-solving. In recent years, many new Data Science programs, curricula, certifications, and training programs have been created in response to the rising demand for data science and analytics professionals. While many of these programs focus on teaching knowledge in methods, algorithms, and skills in programming with data, they often lack dedicated support to promote learners’ skills in Data Science Problem Solving (DSPS). For data scientists to become proficient in problem-solving, they need to develop adaptive expertise (Carbonell et al., 2014) by being exposed to a variety of problem contexts and engaged in deliberate practice of DSPS to encourage a kind of knowledge organization that can facilitate problem-solving, which is often a quite different from the one they use while they acquire the method-focused component skills. However, those DSPS focused learning opportunities are limited in current data science education.

Despite its importance, DSPS is challenging to master and difficult to teach. DSPS, just like any problem-solving, is a higher-order cognitive process that involves an iterative process of problem understanding, problem formulation, data understanding, experiment design, model diagnosis, interpretation, and communication. Those cognitive steps need to be supported by an equally complex metacognitive process that requires learners to monitor their problem-solving processes closely, identify gaps toward goals, and enact self-regulation to identify and implement relevant
problem-solving strategies and tactics. Meanwhile, data science is a fast-developing field with many new emerging methods, techniques, and approaches; data scientist in the 21st century needs to solve related and challenging learning problems of their own to monitor their knowledge state continuously and identify knowledge gaps and resort to learning strategies and tactics to fill the gaps.

In parallel to the young field of data science, there is a limited amount of research in Data Science education, specifically focusing on data science problem solving and related cognition and metacognition. This sparse literature could be attributed to the lack of data collected from DSPS processes and learning activities designed to train data science problem solvers. In this research, we explore data collected from data science students in a higher education context while they work with a DSPS learning intervention called caselet (Chen & Dubrawski, 2018) - a case-based learning intervention specifically designed for training learners in DSPS. We collect various kinds of data from students that can be used to characterize the cognitive and metacognitive processes during DSPS and while they are learning various component skills in a Data Science course. In the following section, I will describe the road map of my dissertation grounded in this specific learning context, learning intervention, and data collection. I will describe the preliminary analysis done with a dataset and future work in addition to data collection and analysis.

2 OVERARCHING GOALS AND RESEARCH QUESTIONS

The overarching goal of this study is to (1) explore learning analytics and machine learning techniques to gain a deep understanding of DS learners’ cognitive and metacognitive processes while they are engaged in case-based DSPS practices, and other related learning activities; (2) understand the role of cognition and metacognition on learning outcomes. The study has three broad lines of inquiry, each with specific research questions. Table 1 summarizes the research questions, related data, and analytical methods to answer each research question.

2.1 Cognition

A. What is the role of prior knowledge in learning gain?
B. What is the relational structure of knowledge components based on learners’ performance?
C. What is the knowledge growth of DS knowledge components based on learners’ performance?

2.2 Metacognition

A. How to measure metacognitive processes objectively and non-intrusively at a fine-grained level?
B. How do metacognitive behaviors relate to each other?

2.3 Interconnection Between Cognition and Metacognition

A. What is the role of metacognition in learning gain?
B. What is the relationship between metacognition processes and learning processes?

3 THE CONTRIBUTION OF THE STUDY

With the rapid increase of data, current Data Science education will not be able to meet the surging need for highly skilled data scientists capable of solving real-world problems. Therefore, there is a
high-priority need to equip learners with a well-designed rationale tool that facilitates solving DS real-world problems with various contexts, scalable questions, feedback, and more. Those features will allow learners to explore real-world problems and solutions. Data Science, as stated in Section I, requires solving problems. DSPS is a new concept in Data Science education, with no previous studies examining the role of cognitive and metacognitive processes and their effectiveness in DSPS with a lens on Data Science knowledge components (Koedinger et al., 2012). Our ambition is that these learners, who practice DSPS by struggling, self-regulating their learning, reflecting on their understanding, and using their cumulative knowledge by reattempting different learning opportunities, become capable of moving from the educational environment to the workplace to solve real-world problems successfully. A DSPS intervention should be built upon the suggestions from the proposed study.

Table 1: Overview of Research Questions, Data Sets, and Methodology

<table>
<thead>
<tr>
<th>Research Questions</th>
<th>First Dataset</th>
<th>Second Dataset</th>
<th>Methodology</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Cognition</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>● 2.1, A</td>
<td>LAK23- Poster - under review</td>
<td></td>
<td>Section 4.2.1</td>
</tr>
<tr>
<td>● 2.1, B</td>
<td>AAAI23 - Student Abstract - accepted</td>
<td></td>
<td>Section 4.2.2</td>
</tr>
<tr>
<td>● 2.1, C</td>
<td>In progress</td>
<td></td>
<td>Section 4.2.2</td>
</tr>
<tr>
<td><strong>Metacognition</strong></td>
<td></td>
<td>● To-do</td>
<td></td>
</tr>
<tr>
<td>● 2.2, A</td>
<td>Not applicable</td>
<td></td>
<td></td>
</tr>
<tr>
<td>● 2.2, B</td>
<td>Not applicable</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Interconnection between cognition and metacognition</strong></td>
<td>● To-do</td>
<td>● Section 4.2.3</td>
<td></td>
</tr>
<tr>
<td>● 2.3, A</td>
<td>Partially solved, LAK23 Poster - under review</td>
<td>● To-do</td>
<td>● Section 4.2.2</td>
</tr>
<tr>
<td>● 2.3, B</td>
<td>Not applicable</td>
<td></td>
<td>● Section 4.2.3</td>
</tr>
</tbody>
</table>

4 RESEARCH METHODOLOGY

4.1 Data collection

This research will use the data from data science students in a real-world teaching context in a higher education setting. We plan to explore two datasets.

The first dataset is collected in graduate-level Data Science courses. The first wave was collected in the Fall of 2021, the second wave of data collection was in the Fall of 2022, and the third wave will be in the Spring of 2023. The dataset includes:

- Self-reported Metacognition Awareness Inventory (MAI): consists of Knowledge about cognition and regulation of cognition (Schraw & Dennison, 1994)
- Cognitive assessment: pre/post
- Caselet practices: Students are task(ed) with seven caselets per semester. For each caselet, we collect the following data from Google form
  - learners’ responses and reflections on their confidence level
  - perceived difficulty level, and interest level in the caselets
  - help-seeking strategy: the used search keywords and the visited websites
  - self-reported time-on-task for answering questions, reading feedback and the reflection
Learning logs: learners weekly learning activities and processes throughout the semester. Learners were encouraged to reflect on their understanding of the materials and state their sentiments.

The second dataset will be collected through a web application designed to serve this study. The application hosts the caselets. The application-based data is an improvement from the previous Google form-based data collection as it helps to capture the fine-grained log data that has the potential to be used to model the metacognitive behaviors non-intrusively and objectively. We also plan to collect think-aloud data while learners solve the problem to probe into their cognitive and metacognitive processes.

4.2 Data Analytics Techniques

4.2.1 Exploratory Data Analysis
We performed various data analytic techniques to discover relations among metacognition, pre-assessment, and DSPS practices. For example, we used descriptive analysis to explore the distribution of the variables. We also utilized cosine similarity to gain insight into the similarity between DS knowledge components in DSPS.

4.2.2 Machine Learning Techniques
We plan to use machine learning techniques to predict learning gain based on predictors such as metacognition: i.e., MAI and caselets’ metacognitive processes, and cognition: i.e., prior knowledge and caselets performance. In addition, we want to model the knowledge growth of learners while practicing DSPS by applying one of the learning trajectory methods. We also plan to apply Linguistic Inquiry and Word Count (LIWC), a Natural Language Processing (NLP) technique, to capture social, cognitive, and effective processes used in the learning log and the reflection on understanding caselets’ questions and feedback to measure metacognitive processes.

4.2.3 Log Analysis and Behavior Modeling
Log file plays a significant role in examining problem-solving learning (Zoanetti & Griffin, 2017). A study (VanLehn, 1988) articulated the role of modeling learners' behavior to understand their learning processes. Another study has applied supervised learning (Beck & Woolf, 2000) to predict how likely learners are to answer a question correctly, relying on learners' behavior. The log file in our study captures learning activities that act as non-intrusive metacognition processes, such as help-seeking behaviors, moving back and forth between questions, and time spent on answering and reading the question's feedback besides the cognitive processes. After deploying the designed web application tool, we want to go further in our study by performing a log analysis to understand metacognition in the learning process and caselets context in depth and model learning behavior to predict learning gain and characterize learners' cognitive and metacognitive processes based on their performance.

5 CURRENT STATUS OF THE STUDY
As summarized in Table 1, we have finished the first analysis wave on Dataset 1. The main objective of this analysis is to understand the relationship between metacognition, cognition, and learning gain. We noted variations in correlations between and within prior knowledge, caselets, and self-reported metacognition. The direct connection between some caselets and MAI components is a sign of the plausible role of metacognition in explaining DSPS. This analysis shows that prior knowledge and MAI are the most predictive variables. Random Forest model can predict learning gain and characterize learners' cognitive and metacognitive processes based on their performance.
gain using MAI, and prior knowledge with about 9% mean absolute percentage error (MAPE). This study was accepted as a student abstract paper to AAAI 2023 titled “Modeling Metacognitive and Cognitive Processes in Data Science Problem Solving.” In addition, a poster that reports the result of this study was submitted to LAK 2023 titled “The Role of Cognition and Metacognition in Data Science Problem Solving: Insights from a Field Study.” In addition, we are working on an analysis to characterize the learning growth at the DS knowledge component level. Besides that, we aim to understand how detailed knowledge component level data may reflect their underlying cognitive and metacognitive process using the first dataset already collected. For example, we aim to study how self-confidence, help-seeking behavior, time spent on a task, and self-reflection can affect learning gain at a granular level. Moreover, since the self-reporting metacognition (MAI) collected in the initial data is subjective and cannot capture the dynamics of metacognition, we designed a DSPS web application tool that collects dynamic temporal data in a non-intrusive way, which we plan to utilize in the upcoming data collection.
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ABSTRACT: The ability to collaborate and work in high-performing teams is a critical process and skill. There is a growing demand to ensure students have opportunities to learn and develop skills in undertaking collaboration. With the advancement of learning technology, the research shifted from observations of student learning and group work towards using Learning Analytics to support collaborative learning. Most recently, Multimodal Learning Analytics (MMLA) – use of multiple types of data – has shown potential to expand understanding. Using MMLA, a broader array of data sets can bring novel insights about student collaboration. This doctoral research aims to leverage MMLA to understand group dynamics and communication patterns among student groups working in collaboration by designing, implementing, and evaluating a real-time dashboard for teachers. The dashboard will be created from the verbal and non-verbal indicators of speech obtained from the audio of student conversations. The study also will seek to understand how MMLA dashboards can support teachers in assessing and supporting collaboration. Interviews with teachers and focus groups with students regarding the use of dashboard will complement the analyses. It is anticipated that the user-centred approach will provide a deeper, and more accurate real-time analytics tool for use in classroom environments.
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1 INTRODUCTION

Communication and collaboration are important traits of an effective team/group member. The increasing complexity of work environments requires employees to collaborate and solve complex problems Stover et al. (2018). It is essential that students entering the workforce can also work in teams effectively. Partnership for 21st-Century skills report Greenhill (2010) suggests that a student requires four fundamental skills to succeed in college - communication, collaboration, creativity, and innovation. In a collaborative learning group, the members must actively communicate, engage, and interact with each other, working towards a common goal (Akkerman et al., 2007).

The opportunity to work in group settings opens avenues for collaboration and, therefore, the potential to develop and build teamwork and collaborative skills. However, group work also presents challenges that can adversely affect student learning. Interviewing 23 students and 19 teachers, Le et al. (2018) identified four common challenges in collaboration, including lack of collaborative skills in students, competence, friendship, and free-riding – also defined as social loafing (Shimazoe et al., 2010). Free riding, where one or more group members do most of the work and the rest depend on them, has often been discussed in the literature and seen mostly in unskilled group members. Competence of members of collaborative groups is shown to hinder collective learning, where more competent members often ignore less competent members, and sometimes do not actively participate themselves as a result (Bunderson et al., 2011).
With the commercialisation of education, the growing classroom sizes and a limited number of teaching staff pose a great challenge to student learning and collaboration. Especially in practical learning environments, students working in groups need constant support from the instructor. In such settings, some students or groups can easily be overlooked in providing support in time. Groups can have members relying entirely on other members (Bunderson et al., 2011). Misalignment of group members with the group goal is also a potential challenge that students face during group work. For optimal group performance, the participation of members, alignment with the goal, and reflection on the artefacts produced by the group are essential (van Boxtel et al., 2000). In classrooms with several groups, it can be challenging for educators to identify and give timely support to students and groups to ensure optimal collaboration.

Learning analytics can support the teacher in providing more scaffolds about student activities by using visualisations and dashboards. The advent of digital technology and access to trace data has shown significant promise in supporting teaching and learning in various settings. The use of learning analytics has enabled teachers to monitor student progress and support students to self-identify areas of misconception or learning needs. While there is little debate regarding the importance of collaboration and teamwork skills, there remain challenges of how to assess developmental skills and provide students with ongoing actionable feedback. To date, there has been limited work investigating the use of real-time classroom support to better enable the development of individual collaboration skills. This doctoral research aims to address this deficit by incorporating learning analytics in the R-12 context.

2 BACKGROUND

2.1 Collaborative learning

In this doctoral research, collaborative learning is adopted and defined as two or more people working towards a shared learning goal (Jeong et al., 2016). Collaborative learning involves groups of learners working together towards solving a problem, completing a task or creating a product (Laal et al., 2012). Previous research has shown that merely placing members in a group and assigning them a task does not necessarily ensure that effective collaboration will take place (de Jong, 2019). De Jong further states that collaboration requires learning activities that motivate and guide students. Collaborative learning is a complex process that does not always produce the desired results (Kirschner et al., 2009). For instance, not all members of a working group contribute to completing the task and outcomes. Individual student contributions aligned with the common goal result in effective student collaboration. Individuals make parts of the group, and therefore, to improve the group outcomes, individuals require support in learning and development. To have a well-performing collaborative team, it is important to make a deliberate effort and take measures to find ways to increase collaboration among group members in a learning environment.

2.2 Learning Analytics for Collaborative Learning

Learning analytics dashboards and feedback tools have gained attention over the past few years as catalysts to Computer Supported Collaborative Learning (CSCL) classroom orchestration (Prieto et al., 2019). Providing effective teacher support to students requires the teacher to be aware of activities in the classroom, monitor student groups, and identify the groups that need attention (Kaendler et al., 2015). Therefore, identifying the needs of teachers, the research community is directing its focus on real-time augmentation of classrooms to support the teachers and students (An et al., 2020). Investigating teachers' use of a dashboard to support classroom collaboration, Amarasinghe et al. (2020) designed, implemented, and evaluated a dashboard across 16 class sessions, positing that teachers found the dashboard helpful in facilitating student groups. The results indicated that as the
teacher saw a decline in student participation in a group, they read the dashboard more often, leading to greater support given to students. This research also identified that, in a relatively smaller group work setting, contrary to the concern with the dashboard increasing orchestration load for the teacher, the use of the dashboard helped teachers provide more scaffolds.

2.3 Multimodal LA

Much work has been carried out with log data to capture traces of learner behaviours on learning systems (Siemens, 2013). The resulting analyses from studies based on log data are limited and rely on course designs and learning activities. The use of multimodal data, especially verbal and non-verbal audio of student conversations, can add more layers of understanding, providing a richer understanding of student learning. However, the use of multimodal data in learning environments is still in its early stages. To allow for a better understanding of learning than possible with just log data, some of the recent research (Ciordas-Hertel et al., 2021; Yan et al., 2022) uses cameras to capture student gestures, sensors to measure student stress, as well as audio data to capture student speech patterns. A useful approach to capture multimodal traces of behaviours from learner activities is via the combination of sensors with log data, analyse them and build feedback mechanisms (Niemi et al., 2018).

In another study, Martinez-Maldonado (2019) implemented a real-time analytics tool to investigate teachers’ perspectives on its use in supporting CSCL classroom orchestration. The study involved postgraduate students working on small group tasks or their capstone projects, with multimodal data captured from Microsoft Kinect sensors and interactive tabletops that enabled brainstorming. The dashboard included visualisations about group participation and the progress of tasks obtained from the size of students’ solutions. It then sent notifications to teachers about the correctness of the content of artefacts produced by students. Maldonado mentioned the challenges identified, including accurate representation of classroom activity due to the incomplete nature of classroom data, the trade-off between early intervention and delayed intervention (which can allow the development of ideas), possible disruption caused by analytics resulting in undesired actions due to inaccurate judgement from the visualisation, and a possible increase in orchestration load for the teacher. While research is being conducted in multimodal data fusion and the use of multiple sensors with the challenges it offers, there is an opportunity to use data generated from sources other than log data to study and support collaboration.

3 RESEARCH GOALS AND QUESTIONS

This doctoral research will support teacher scaffolding to ensure better support in enhancing student collaboration during group work. To measure levels of collaboration, group composition, group dynamics and communication patterns exhibited by students can be observed. In the context of this study, group dynamics are defined as an outcome of differing actions and behaviours of various group members, their activities, and communication patterns when working towards a common goal. Some examples of the observable group dynamics can include contribution of group members, conflicts, turn-taking, and involvement. The project involves the use of multimodal audio data and observations generated by learners in a classroom setting, working in a group, to understand group dynamics as well as to discover patterns in the way group members collaborate. Specifically, this thesis focuses on answering the following four research questions:

- **RQ1:** What group dynamics can we observe emerging in multimodal classroom learning environments?
- **RQ2:** What kind of information and visuals do teachers find actionable and useful in a dashboard to facilitate them in supporting student collaboration?
• RQ3: How do teachers perceive dashboards’ usefulness? How can we use these insights to improve the design of dashboards to better support student collaboration?
• RQ4: What are students’ perceptions regarding the use of dashboards by the teachers?

The term multimodal audio data refers to verbal audio data (i.e., speech content) and non-verbal audio data (e.g., pauses and length of speech). With substantial existing research on log data, we aim to present student conversations to the teacher in the form of visualisations. Previous similar research Praharaj, Scheffel, Drachsler, et al. (2021); Scherr et al. (2009) has been primarily on post-analysis of conversations, and there is currently no automated, real-time dashboard for use in the classrooms. This thesis project will present a near real-time, automated dashboard and study its use for teachers and students in the classroom to support collaboration.

4 METHODOLOGY

The project will use classroom analytics to gain insights and understanding of students’ collaborative learning processes. This will be achieved by developing a real-time teacher dashboard, presenting visualisations from discussions among group members in a collaborative classroom environment. The study will involve setting up an experiment in a classroom of R-12 students working on a practical lab task delivered by UniSA Connect, which is UniSA’s school outreach initiative. Student conversations in small groups will be recorded as audio files using microphone arrays. Data science techniques explained further in the proposal will be used to create visualisations in the form of a dashboard. These visualisations will give instructors insights into student collaboration and support their decision-making and instruction.

The study will involve setting up an audio/speech analytics dashboard in a classroom of R-12 students working in groups of 4 or 5 on a STEM task involving practical lab projects. The methodology includes understanding the content of student conversations using Topic Analysis techniques Blei et al. (2003); Papadimitriou et al. (1998), statistical analysis techniques, and visualisations like social network analysis graphs, among others. Consequently, the generated insights from the speech will be visualised in a dashboard to be used by the teacher to understand the group dynamics exhibited by students. We will determine the group collaboration stage by using the ICAP Framework (Chi et al., 2014), which terms the stages of collaboration as Interactive, Constructive, Active, and Passive. Using this framework, our experiment will involve identifying which stage of collaboration each group falls into and observing their communication patterns to find any correlations with collaboration or with their success in the project. This will help the educators to focus their attention on the group dynamics in action and identify those individuals and groups that are likely to need support. By conducting post-experiment interviews with the teachers, the study will delve deep into the teacher’s feedback about their expectations and experience with dashboard-supported classroom instruction. By conducting focus groups with the students, we will also obtain student feedback and perceptions about the impact of the use of dashboard on student learning.

RQ1 aims to understand group dynamics better and add to the literature on group dynamics in a lab environment for R-12 students. To achieve this, we will use Re-speaker Mic Array to record the audio, AWS transcription service in AWS cloud to transcribe raw audio recordings, and Topic Modelling techniques to analyse speech and identify key themes in student discussions. The results of these analyses will then be presented to teachers using several different visualisations. In conjunction with analysing the verbal content of conversations, we will also use nonverbal audio indicators like pitch, overlapping of members’ speech, and time taken by each member to understand the group dynamics in a collaborative team environment, which have been studied in the past (Kim et al., 2015; Praharaj et al., 2021b).
RQ2 will utilise teachers’ knowledge of teaching and pedagogical practices to guide the initial choice of visuals in the dashboard. For this purpose, we will conduct teacher interviews before the design of the dashboard. It is anticipated that the teacher’s involvement will not only inform the content of the dashboard but it will also contribute to the technology adoption.

While RQ1 will contribute to the research about group dynamics in a lab/classroom environment and RQ2 will utilise existing teaching practices to inform the visuals, RQ3 will help understand and present more efficient use cases to help classroom learning. After the initial dashboard design, interviews will be conducted with the teacher to get their feedback. Teacher feedback will enable actionable insights, thus making the tool a useful addition to classroom instruction. Understanding the efficiency of the speech analytics dashboard will potentially enable the students to learn and collaborate better. The study for RQ3 will look at ways in which the speech analytics of collaboration in groups can facilitate the teacher with classroom instruction.

RQ4 expands the study further to arguably the major stakeholder in the project, the students. We will analyse the effect of teacher’s use of the dashboard on students and investigate any ethical concerns among students. The response of students to teacher interventions, together with their responses in focus groups, will allow us to determine the efficacy of a real-time collaboration dashboard from both the teacher and the students’ perspectives.

5 CURRENT PROGRESS

Before the data collection could be started, we experimented with various audio recording hardware setups and decided to use 4-mic HAT with Raspberry Pi. As part of the pilot stage of the project, we started preliminary data collection at Pulteney Grammar School in Adelaide in their STEM Robotics class. Following the user-centred approach, this pilot phase focuses on integrating the teacher’s needs into the design process. At the preliminary stage, the data obtained after running the recording through the transcription service is of good quality, without significant loss, despite the noisy lab environment. We are also conducting preliminary analyses on the data obtained from the classroom to improve the design of the dashboard and data-collection methods.

6 CONTRIBUTION

The primary motivation behind this doctoral project is to facilitate students’ collaboration in a classroom and to help teachers in classroom instruction by utilising a combination of data science methodologies and research about collaboration. Although research has been conducted previously on understanding collaboration, there is an opportunity to understand the group dynamics that emerge in a collaborative classroom environment using audio/speech data. Our research specifically focuses on setting up the speech analytics experiment in lab projects, with R-12 students collaborating in groups on a usual lab task. Most similar research involved a game environment, a meeting, or in cases where experimentation was done in a classroom environment, was merely done for collecting data for post-class processing. The completion of this project will equip classrooms with a near real-time analytics dashboard visualising student activities in a collaborative learning environment.
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ABSTRACT: Teamwork skills in healthcare are significant as inadequate teamwork skills threaten patients’ safety. To learn teamwork skills, healthcare students usually need to participate in embodied simulations. Learning through reflection is a critical part of such simulation-based learning. Reflection evidence, such as video footage, can be used to improve the effectiveness of reflection. However, it is hard to collect such evidence in practice due to the difficulty of manual data processing. This PhD project aims to explore how to capture students’ communication, a critical part of teamwork, through audio trace data to provide evidence to support students’ reflection on teamwork. This project would analyse the feasibility of mapping audio trace data through communication to teamwork construct. Then, the finding of the analysis would be used to develop reflection evidence to support students’ reflection and learning on teamwork.
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1 INTRODUCTION

Teamwork is one of the most in-demand skills across many professional sectors (Suarta et al., 2017). To meet this demand, higher education providers have increased attention to developing effective teamwork skills (Riebe et al., 2016). Healthcare is one of the fields where teamwork plays a significant role (Rosen et al., 2018). Healthcare teams who demonstrate poor teamwork skills have been associated with an increased potential threat to patients’ safety in healthcare activities (Rosen et al., 2018). This situation has raised the attention of healthcare teamwork education.

One education strategy to improve healthcare students’ teamwork skills is simulation-based learning. Students would participate in a series of high-fidelity healthcare simulations to practice their skills, such as teamwork and teamwork-related skills (e.g. communication) (Fanning & Gaba, 2007). In such simulations, students are commonly presented with a challenging situation and limited information to explore and interact with various resources and actors in the physical space while enacting a team role (Parker & Myrick, 2009). To solve the challenge posed to them, students need to communicate effectively with other team members or human actors enacting various roles (e.g., medical staff, patients, or family members) (Foster et al., 2019), collect information from various physical resources and digital devices (e.g., computers) and act according to professional guidelines. A debrief session would be held after the simulation to guide the students’ reflection to learn from what they did in the simulation to improve their skills (Fanning & Gaba, 2007). Such reflection activities had been found can be supported by providing evidence for reflection (e.g. video footage). However, it is not easy to provide such evidence in practice due to the difficulty of manually processing data (Wise et al., 2021).
There is an established body of research in Learning Analytics (LA) that focuses on automatically analysing audio trace data captured from sensors to provide information about higher-order constructs (e.g., teamwork) (Mu et al., 2020; Praharaj et al., 2021). The application of sensors for capturing data and automated data processing techniques provides an opportunity to generate evidence of reflection automatically. This PhD project aims to explore the potential to capture students’ communication through audio trace data to map to higher-order teamwork constructs and provide evidence to support students’ reflection in a healthcare simulation setting.

2 RELATED WORK AND EXISTING SOLUTIONS

2.1 Small-group communication analysis

The learning analytics studies about communication using audio trace data can be divided into two types: 1) using the summary properties of communication (e.g., overlaps in communication) and 2) using the dialogue content of communication (e.g., what students said).

Regarding summary properties, Bachour et al. (2010) developed a digital device embedded in a table to detect the total speaking time of students and showed these metrics to help them regulate their learning or contribute to the conversation equally. Scherer et al. (2012) proposed a more sophisticated modelling approach by extracting acoustic features (physical characteristics of speech sounds, such as intensity) from speech signals to assess students’ expertise and leadership in groups of students working collaboratively to solve math problems. In a similar setting, Oviatt et al. (2015) demonstrated that the number of communication interruptions in collaborative problem-solving activity could be a robust indicator of expertise level. Along the same lines, Bassiou et al. (2016) showed that overlaps in speech can be a key behaviour to detecting collaboration quality.

Regarding the dialogue content of communication, an emerging body of research was established to use automated speech recognition techniques to support learning activities. For example, Jensen et al. (2010) created a model to automatically detect teacher-student instances of communication for providing feedback to improve teachers’ discourse skills in the classroom. Focusing also on teacher-student dialogue, Kelly et al. (2018) built a software system to detect the level of authority of teachers’ questions posed to students. Pugh et al. (2021) designed a software system to provide analytics on students’ collaborative problem-solving (CPS) skills. Praharaj et al. (2021) created data visualisations for a group collaboration task that portrayed the usage of words, such as frequency or connection between certain keywords, to demonstrate collaboration quality and provoke reflection. Similarly, Southwell et al. (2022) provided a dashboard for classrooms that automatically coded discourse segments among groups of students into constructs.

Overall, existing studies demonstrate that analysis of group communication is important for a wide range of educational scenarios and gaining traction.

2.2 Existing solutions to support team reflection

There are several studies applying sensor-captured trace data to generate evidence for reflection. Fernandez-Nieto, Echeverria, et al. (2021) designed a user interface to visualise the timeline of students’ logged actions in a healthcare simulation. This visualisation was then provided to the students to support their reflection. Echeverria et al. (2019) developed a series of visualisation using...
physiological data, positioning data, and logged action to show the collaboration within healthcare simulation. They analysed each visualisation’s visibility, awareness, and accountability by interviewing the students who participated in the simulation. Those studies focused on providing evidence to support reflection through spatial or log trace data. The way to apply audio trace data to provide evidence for reflection remains to be explored.

3 RESEARCH QUESTIONS

The main research question can be phrased as follows: How can digital traces of verbal and non-verbal communication be mapped to higher-order teamwork constructs to support reflection in embodied simulation-based learning? Throughout this project, we will address this main research question by addressing three sub-research questions: (RQ1) To what extent can summary properties of communication be mapped to higher-order teamwork constructs in embodied simulation-based learning? (RQ2) To what extent can dialogue content of communication be mapped to higher-order teamwork constructs in embodied simulation-based learning? (RQ3) To what extent can visual interfaces for demonstrating students’ communication be designed to support reflection on teamwork constructs in embodied teamwork learning? RQ1 and RQ2 aim to analyse whether summary properties and dialogue content of communication can be mapped to teamwork construct and provide reflection evidence. RQ3 aims to design the visual interface (such as visualisation) of audio trace data according to findings from addressing RQ1 and RQ2 to support students’ reflection.

4 METHODOLOGY

4.1 Data collection

The dataset of healthcare simulation will be collected in collaboration with the Faculty of Nursing in Monash University. This data collection will be held around July and September from 2021-2023. For each year, there will be around 70 healthcare simulation sessions and four students in each session, so we have the chance to collect data from around 280 students each year.

In this healthcare simulation setting, four students would do healthcare activities with four manikin patients separated on different beds. Those students needed to work collaboratively to complete healthcare tasks, respond to an emergent event, call for external help, and communicate with a doctor efficiently. The simulation teaching team would control the manikin patients and observe students’ performance behind a glass mirror to prevent intervening in their activities. We collected the digital traces of audio, video, and spatial, where video would only be used for observation, while audio and spatial data would be processed and used for providing reflection. Besides the sensor-captured data, we also collected the evaluation results of students’ performance regarding their teamwork, communication, and understanding of team role.

4.2 Resolving complexity in communication dynamics

In this simulation setting, students need to separate to different locations to complete different tasks in parallel, resulting in complexity in the communication that multiple dialogues can happen in parallel. In such healthcare settings with complex communication dynamics, embodied team dialogue usually happens in close proximity (such as less than 1.5 meters in a hospital ward (Sorokowska et al., 2017) to have effective dialogue without interference from other dialogues.
happening in parallel. Thus, we combined the audio and spatial data to detect whether two students were in the same dialogue. This step enables the analysis of communication to resolve RQ1 and RQ2.

4.3 Analysing the feasibility of applying summary property to support embodied teamwork reflection

To address RQ1, we will analyse the feasibility of using the summary property of communication, such as turn-taking behaviour (Kim et al., 2015), and speech overlaps (Bassiou et al., 2016), in the simulation-based learning settings. Pearson's correlation coefficient will be used to determine whether the summary properties were related to the three teamwork performance criteria (teamwork, communication ability, and role understanding). We assume the summary properties would be feasible to be used if they demonstrated statistically significant correlations to teamwork performance criteria. Finally, a semi-structured interview will be conducted with the healthcare educators (they provided the rating of students) to acquire their idea to determine whether those summary properties of communication can truly be used to support student reflection.

4.4 Analysing the feasibility of applying dialogue content of communication to support embodied teamwork reflection

To address RQ2, the same dataset in RQ1 will be used. The students' dialogue will be transcribed to obtain the dialogue content of communication. Then, an annotation scheme will be developed to extract communication behaviours in the transcriptions. This coding scheme will be developed by adapting teamwork and healthcare communication related studies. As suggested by theories of communication in healthcare teams (Haig et al., 2006), the co-occurrence of communication behaviours can serve to identify highly-effective teamwork. Thus, those communication behaviours will be analysed through methods that account for co-occurrences, such as Epistemic Network Analysis (ENA) (Shaffer et al., 2016).

4.5 Designing visual interfaces to support reflection of students

To resolve the RQ3, we will apply the digital traces of verbal and non-verbal communication with the mapping methods found in previous research questions to develop visualisations that healthcare students can make sense and reflect through it. The potential methods that can be applied to develop visualisation are epistemic network (Fernandez-Nieto, Martinez-Maldonado, et al., 2021), social network (Echeverria et al., 2019), and timeline (Echeverria et al., 2019), as previous studies demonstrated that those methods are effective for healthcare educators and students to make sense and help their reflection. We also plan to hold co-design sessions with the nursing educators to create visualisations that can make sense to them and support their students. At last, a platform will be built to process spatial and audio data and then generate the visualisations to support students' reflection. This platform will be tested in the last data collection in 2023.

5 ETHICAL CONSIDERATION

Ethical approval was obtained from Human Research Ethics Committee of Monash University. We only collected the data from students who consented through filling a formal written consent form. No personal information will be collected in the data collection. The collected data was saved on
cloud and the access was strictly controlled to individuals within the ethical approval list to ensure the data will only be used for research purpose.

6 CONTRIBUTION OF SUGGESTED SOLUTION

The solution suggested in this project has two major differences from the existing solutions. First, this project explored a learning setting with complex communication dynamics where multiple dialogues can happen in parallel. This is a learning setting lacking exploration in learning analytics study, as previous studies in embodied learning setting focused on single dialogue, such as dialogue in a collaborative problem-solving group (Bachour et al., 2010). The second difference is applying audio trace data to generate the reflection evidence, where previous studies focus on spatial (Fernandez-Nieto, Martinez-Maldonado, et al., 2021) or log trace data (Echeverria et al., 2019).

7 ACHIEVED SO FAR

We published a paper at the international conference of Learning Analytics and Knowledge 2022 (LAK22) demonstrating the method to resolve the complexity in communication dynamics and analysis of the feasibility of applying summary property to support embodied teamwork reflection (Zhao et al., 2022). Another paper was submitted to LAK23 for the analysis of using dialogue content of communication to support embodied teamwork reflection, which is currently under revision.
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ABSTRACT: Assimilation, as stated by Piaget (1954), is the process of fitting new information into existing cognitive schemas and is integral to how people learn. The way in which learners assimilate knowledge depends on their past experiences, prior knowledge, self-efficacy, epistemological beliefs, mindsets, beliefs about self-worth, interests, innate proclivities, curiosity, emotions, anxiety, and many other latent factors. This diversity of assimilation processes among learners is often lost when pedagogy focuses solely on measurable outputs from uniform assessments. Assimilation patterns for a learner represent their transformation as an individual, after going through a learning journey. Understanding patterns of assimilation are hard when done at scale, but are important as they provide feedback to the learner about their learning process. In this research, we propose an approach to automatically capture, represent and reason about assimilation of knowledge by students in an online learning platform. This approach can complement the single dimensional feedback like grades and marks that reflect on educational outcomes.
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1 INTRODUCTION

Learning is a process of acquiring conceptual knowledge in various domains, procedural knowledge of various skills and higher order reasoning skills (Mukunda, 2009). Learners participate in various activities as a part of the learning journey. Two different individuals have different memories of their experience, as they interpret everything based on the knowledge they already possess. Learners construct knowledge when they make interpretation of new experiences based on the knowledge they already possess. Assimilation is a process of linking the new piece of information to the pre-existing cognitive structures to understand and create new cognitive structures (Piaget, 1954; Ausubel, 1968).

Educational practices have focused on observing the learning experience through the lens of learning outcomes and outputs. Outcomes refers to the abilities that the learner achieves after completing a course, while outputs like exams, viva, essays give us a way to assess if we have achieved the outcomes. These outcomes are expected to give us a sense of how the learners have attained their educational goals after going through the learning journey in a course, by collecting observable outputs in terms of essays, quizzes, exams, seminars, creative outputs etc. The need to manage large classrooms have led to the problem of measuring learning outcomes at scale, further led to standardization of educational practices and assessment models. This standardization has led to uniform processes for managing classroom, conducting exams, measuring outcomes etc. (Brady, 1996; Tam, 2014).
Even though learning outcomes and outputs were used to observe the assimilation of the learners, the process of observing the outcomes has been standardized with the help of exams. This has led to all stake holders of the education system, including the teacher and the students focusing and investing energy in maximizing marks or grades in the exams. The focus on learning outcomes, rather than improvement of learning process has resulted in has many issues in the education system including rote learning, academic dishonesty, etc. (Morgan, 2016; Dendir & Maxwell, 2020)

In this research, we would like to focus on providing feedback to the learner on the process of knowledge construction, specifically assimilation. To reflect assimilation, we suggest to look at learning as a process of understanding and integrating different topics. Hence, topics becomes the central piece of how assimilation can be reflected. These topics are mapped by the course instructor based on the objectives of the course. Not all learners learn and assimilate all topics of the course with the same interest and ability. Some learners prefer to master some topics in depth and have little interest in others. Understanding this topical interest of the learner could give an insight to the learner about their learning patterns and interests and this feedback would help the learner in planning their next steps. This also provides an intuition of their strengths and weakness in the course. Learners in a constructivist environment provide evidence of how well they have integrated the knowledge in the form of essays and seminars. In this study, we use data that can serve as evidence of assimilation like essays and seminars to the design a two-dimensional representation mechanism that can capture and represent the assimilation patterns of the learners after experiencing a learning journey automatically with the help of Discourse Learning Map.

2 BACKGROUND

Learners receive knowledge in disconnected chunks and they organize these chunks in the brain in the form of organized structures called schemas (Piaget, 1954). Experiences are continuously fitted into these schemas through assimilation and schemas change to allow new information in accommodation. Ausubel’s assimilation theory (1968) states that meaningful learning occurs as a result of the interaction between new information that the individual acquires and a particular cognitive structure that the learner already possesses that serves as an anchor for integrating the new content into prior knowledge. Since each individual has different prior experiences and prior knowledge, the way they assimilate and construct knowledge will be diverse (Woolfolk & Kapur, 2019).

Learning in constructivist learning environments, where learner constructs new knowledge based on their prior knowledge is understood through assessments tools like concept maps, portfolios, rubrics, etc. Rubrics are designed to provide feedback for an assignment and characterizes the learner’s work into various dimensions mapped specific to the task given to them (Jonassen, 1991; Stevens & Levi, 2013). Each of these assessment tools requires effort from teachers and students to understand the knowledge acquisition. These tools provide feedback only with respect to an activity done by the student and would only help the student in improving that activity if its repeated. We need models that empower the learners by providing feedback on the topics understood and assimilated by the learners that would give a sense of their interests, and if they are achieving their learning goals in the course as a whole.
Recently, learning analytics researchers and practitioners have created Learning Analytics Dashboards, that help the learners to analyze, visualize, organize and track their learning. These tools provide descriptive feedback to the learning journey in terms of the learner’s performance against class average, their engagement metrics, participation metrics like resources consumed weekly, with the help of graphs and visualization elements (Susnjak et al., 2022; Jivet, 2018). Though these dashboards are ways for the learner to observe their learning patterns, it does not give any insights into what topics of the course are favored over the other, how are other learners assimilating the course through their activities. A learner sees statistics shown in the dashboard as the behavioral features like usage patterns may or may not help in taking next steps and neither help in navigating through the course to reach their learning goals. We suggest an alternative technique to facilitate the process of understanding the learner’s assimilation that can empower both the teachers and the learners in understanding the topical assimilation that the learners have after experiencing a learning journey.

3 AIMS OF THE RESEARCH

Our broad research is to focus on the learning process as a whole and reflect on the assimilation patterns using computational analysis of learner’s data that they construct during their learning journey. During my initial stages of work, I have examined if learning activity signals, such as the time spent on using course resources and the number of course resources, examined by the learner, can predict the outcome. Through that work, I have observed that we can create models that could predict the outcome with 82% accuracy (Praseeda et al., 2019). We also observed that there was no one average model that could be used to predict the outcomes of the learner and hence we could validate “The Myth of Average”, which states that we cannot use averaging models when the subjects of the models are individuals (Rose, 2016).

To understand the learner assimilation patterns, it was necessary to understand how learners learnt various topics in a course. To understand the topical assimilation pattern, a single value in terms of marks was not sufficient to represent the assimilation done by the learner. The questions we were interested to pursue were:

- RQ1: What are some representation techniques that capture assimilation patterns in a learning process?
- RQ2: How do we observe assimilation patterns of learning in such representation spaces?
- RQ3: How can these representation techniques empower learner and other stakeholders after the learner’s undergo a learning journey?

4 CURRENT STATUS AND RESULTS

The online learning process involves learners perform various activities like attending lectures, solving quizzes, and writing exams. Irrespective of the type of assessment, the learner’s outcomes are reduced to Aggregate percentage, Cumulative Grade Point Average (CGPA) and similar summative metrics. A single value is limited in reflecting the learner’s assimilation in a course. Instead of a single value, there are ways in which learner’s diversity is represented as jagged profile that indicates the student’s proficiency and student’s profiles, and they consist of multiple dimensions. Averaging those values to a single entity does not consider the individuality of the learners (Rose, 2016). Storing,
reasoning, and comparing multidimensional learner’s proficiency is important for teachers to understand how the students are assimilating in the course. It is hard for individuals to compare and analyze multidimensional entities intuitively (Li & Giudice, 2013). We wanted a representation technique that would help us compare, contrast, and analyze different learners intuitively and we chose two-dimensional maps as a representation technique to show the assimilation patterns as we are capable to observing and analyzing maps easily (Niedomysl et al., 2013; Li & Giudice, 2013).

The two-dimensional (2D) map, is called a Discourse Learning Map (DLM) for a course (c), contains m topics (T). It is formally defined as:

$$DLM_c = (T, L, \gamma, \mu)$$

In the above equation, T refers to the topics of the course. L refers to the learning entities. Learning Entities are any object of pedagogic interest in the course. Learning entities include: learning resources, assessments, learner proficiency, topics in a course. The function $\gamma$: $L \times T \rightarrow [0,1]$ represents a mapping function, which maps the relevance or similarity of learning entity to each topic in the course. This mapping makes each learning entity to be interpreted as m-dimensional vector called Polylines. Polylines is representative data structure for all learning entities and is defined as a vector that represents the topical distribution of each topic in a course. The value in the $i^{th}$ cell of each vector represents the topical similarity of the learning entity to the corresponding topic. Polylines for each learning entity is created with the help of Word2Vec embeddings generated from pre trained BERT model (Devlin et al., 2019). Learners Polyline are computed based on the knowledge they construct in the form of essays, seminars, and group discussion, as they give us evidence of their assimilation and are referred as learner’s contribution. The contributions are evaluated by Teaching Assistant (TA) or teacher and the Polylines of the learners are adjusted based on the grades received. Learners create various contributions during the course and all the learner’s contributions polyline vector’s maximum value represent the learner’s current polyline. The BERT model is trained on representative resource corpus to learn the course. These large word embeddings are created for topics of the course, resources in the course, learner’s contributions in the form of essays, seminars, etc. These embeddings are converted to polylines by computing cosine similarity between embeddings and each topic embeddings to get a polyline for each learning entity.

The function $\mu$ maps polyline of all Learning Entities to a two-dimensional progression space. Dimensionality reduction has been achieved through various techniques like Multidimensional Scaling, Principal Component Analysis, Linear Discriminant Analysis, etc. (Shephard et al., 1972; Jolliffe, 2002). These methods only preserve the relative distance between high dimensional elements, when mapped to low dimensional space. We must optimize and preserve progression and semantic proximity. A two-dimensional space has Progression if the learning entities hold the covering property. The covering property is defined as if e and d are two learning entities and PL indicates the polyline of these entities, then e is said to cover d if e’s value in all dimension is no less than d and in atleast one dimension its strictly greater than d as shown in the figure below.

$$PL(e) \supseteq PL(d) \iff \forall i, p_i(e) \geq p_i(d) \land \exists j, p_j(e) > p_j(d)$$

Figure 1. Equation that shows the covering property among two polylines.
The idea is analogous to Progression in learning science, which talks about progress in a course. To achieve progression, we chose a constrained Multidimension Scaling Algorithm (cMDS) algorithm. MDS algorithm arranges the high dimensional vectors in low dimension by stress function which optimizes the distance between points in high dimension in low dimension. We modified the constraints by using a gradient descent where we maximize progression over stress between the points. It is difficult to get a mapping where all points hold the covering property. So, we choose a mapping where we get a local optimum based on least violations in terms of progression.

Once we obtained the High Dimension to Low Dimension Mappings, we visualized it in a two-dimensional space to observe the assimilation patterns. The map was designed such that, the left bottom corner or (0,0) position was called the START of the course and top right position (1,1) was referred as the logical END of the course which may not coincide with the actual end of the course.

Learning Entities, that are mapped closer in this space have topical similarity. We mapped the learning entities – resources and learners of a course called “Network Science for Web” into the discourse map; we observed that entities that had similar topical distribution in the high dimensional space were mapped closer in the Map. NSW (Network Science for the Web) discourse map is shown in Figure 2. The learners who are placed closer to the START position indicate that they have just started learning the course and are yet to construct knowledge. As they assimilate more topics move their position will move away from the START.

![Discourse Map for Network Science of Web](image-url)

**Figure 2: Design of the discourse map with learners and resources mapped to 2D space**

The discourse learning map is not limited to observing the learning patterns, it also serves as a learning space where the topics of the course, resources in the course, learner’s contributions, learners and many other visual elements like learning pathways and regions can be created. This representation helps in seeing how a class has assimilated in their topical interest, learner’s contributions act as a
resource that other learners can consume during their learning journey, learning pathways can help the learners in planning their next activity based on their location in the map.

5 NEXT STEPS

We have succeeded in identifying 2D map as a good representation technique, and were able to map learning entities to the discourse map with partial progression and semantic proximity (RQ1). We need to find a dimensionality reduction method that optimizes progression. We must also discover visualization techniques and elements that are used to design maps, that will help us visualize and observe the topical assimilation by learners. We must also implement ways to map other elements like pathways, regions that would help us observe these patterns intuitively (RQ2). Once we have designed the map with all the learners and other learning entities mapped to this space, we must evaluate the effectiveness of discourse map with all the stakeholders of the course: students, teachers, teaching assistants (TA) etc. to understand how the map would empower the students in the learning journey, help the teacher and TA in facilitating the learning process (RQ3).
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ABSTRACT: As the adoption of digital learning materials in modern education systems is increasing, the analysis of reading behavior and their effect on student performance gains attention. The main motivation of this workshop is to foster research into the analysis of students’ interaction with digital textbooks, and find new ways in which it can be used to inform and provide meaningful feedback to stakeholders: teachers, students and researchers.

The previous years workshops at LAK19 and LAK20 focused on reading behavior in higher education, and LAK21 and LAK22 on secondary school reading behavior and pre/post COVID-19 pandemic changes. Participants of this year’s workshop will be given the opportunity to analyze several different datasets, including secondary school prediction of academic performance for more than one subject, and a multi-source dataset for higher education programming classes consisting of reading behavior and coded programming logs. As with previous years, additional information on lecture schedules and syllabus will also enable the analysis of learning context for further insights into the preview, in-class, and review reading strategies that learners employ. Participant contributions will be collected as evidence in a repository provided by the workshop and will be shared with the wider research community to promote the development of research into reading analysis systems.
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1 WORKSHOP BACKGROUND

Digital learning materials especially digital textbooks are a core part of modern education, and the adoption of digital textbooks in education is increasing. Digital textbooks and e-books are being introduced into education at the government level in a number of countries in Asia (Ogata et al., 2015). This has prompted research into not only the use of such materials within the classroom, but also the collection and analysis of event data collected from the systems that are used for support and distribution (Flanagan et al., 2018; Ogata et al., 2017; Ogata et al., 2015). In addition to its advantages on students’ learning, digital text readers are capable of recording interactions regarding students’ reading behaviors. As the materials are read by students using the system, the action events are recorded, such as: flipping to the next or previous page, jumping to different pages, memos, comments, bookmarks, and drawing markers to indicate parts of the learning materials that learners think are important or find difficult.
Despite the increase in use, research analyzing students' interaction with digital textbooks is still limited. Recent review study (Peña-Ayala et al., 2014) revealed that almost half of the papers in Learning Analytics (LA) and Educational Data Mining (EDM) fields are using data from Intelligent Tutoring Systems (ITS) or Learning Management Systems (LMS). Previous research into the reading behavior of students has been used in review patterns, visualizing class preparation, behavior change detection, and investigating the self-regulation of learners (Yin et al., 2015; Ogata et al., 2017; Shimada et al., 2018; Yamada et al., 2017). The analysis of reading behavior can be used to inform the revision of learning materials based on previous use, predict at-risk students that may require intervention from a teacher, and identify learning strategies that are less effective and provide scaffolding to inform and encourage more effective strategies. The digital learning material reader can be used to not only log the actions of students reading reference materials, but also to distribute lecture slides.

The main motivation of this workshop is to foster research into the analysis of students' interaction with digital textbooks, and find new ways in which it can be used to inform and provide meaningful feedback to stakeholders, such as: teachers, students and researchers. This proposal builds upon previous workshops that have focused on student performance prediction based on reading behavior. In previous years at LAK and other international conferences, there have been workshops that have offered open ended data challenges to analyze e-book reading logs and predict the final grade score of learners (Flanagan, 2018; Flanagan, 2019; Flanagan, 2020; Flanagan, 2021; Flanagan, 2022), with 16, 14, 17, 12, and 23 participants respectively. However, to-date the data challenges have targeted onsite classes in higher education and secondary school settings.

This year we offered participants a new challenge to predict academic performance in higher education programming classes (Lu, 2022). The code name of this dataset is LBLS160 (Learning Behavior and Learning Strategy), which contains students' learning behaviors collected from e-book and programming environments, and questionnaire measurements from two learning strategies: Self-regulated Learning (SRL) and Strategy Inventory for Language Learning (SILL). The number 160 indicates that one hundred and sixty students were involved in this project. In addition, challenges from previous years have been updated to include the prediction of academic performance in more than one secondary school subject based on the analysis of reading behavior. Some of the datasets will be offered in a format that is compatible with the OpenLA library (Murata et al., 2020) which can be used by participants to easily implementing many common tasks for reading behavior analysis. In the proposed workshop, we will offer a unique opportunity for participants to:

- Analyze large-scale reading log data from secondary school and higher education with performance-based labels for model training.
- Investigate preview, in-class, post-class, and online class reading behaviors by analyzing the scores from quizzes/exams/final grades, lecture schedules and syllabus information that will be provided as part of the datasets.
- Offer participants the opportunity to implement analysis trained on the data in a real-world learning analytics dashboard.

Participants can upload their scores to the workshop website to check the results of the evaluation periodically. A leaderboard will be provided with the best evaluation score that each participant has
achieved to encourage competition between teams. Final data challenge results of prediction models will be confirmed by submission of prediction models for formal evaluation.

2 OBJECTIVES

While we welcome research questions from all participants, and we expect to emphasize the following topic which the organizers feel attention should be paid. Low retention and high failure rates are important problems in education (Villagrá-Arnedo et al., 2017). However, studies have shown that timely interventions for at-risk students can be effective in helping change their behaviors (Arnold et al., 2012; Tanes et al., 2011). Therefore, focusing on the early detection of at-risk students is an essential step to changing student’s behavior for greater success. This broader task may be approached from the following perspectives:

- Student reading behavior self-regulation profiles spanning the entire course
- Preview, in-class, and review reading patterns
- Student engagement analysis; and behavior change detection
- Visualization methods to inform and provide meaningful feedback to stakeholders

OVERVIEW

This workshop was held in a mini-track style with a focus on presentations from participant submitted papers that analyze the data provided by the workshop. Baloian et al., proposed a classification method based on the Dempster-Shafer plausibility theory with the aim of increasing both explainability and accuracy of student performance prediction. It was found to perform better than other explainable models, with accuracy being close to that achieved by high performing non-explainable classifiers. Leelaluk et al., proposed using LSTM with attention mechanism to help the model focus on important reading behaviors, and as a result it achieved higher accuracy and earlier prediction compared to previous models. Specific reading behavior at particular times in the course were identified as features that may affect a student’s final score. Li et al. focused on quantitative analysis and used SHAP values over a trained SVM and a decision tree to offer the machine learning model's explainability on students' prediction outcomes. Their results demonstrated how to explain individuals who have been predicted as a risk or an outstanding student, and how to design a personalized tutoring plan accordingly. Bobea et al. investigated applying domain adoption to the task of cross-semester performance prediction, which is an important subtask in academic prediction performance. By using domain adoption PCA, it was found to improve model performance for cross-semester application, in some cases with large increases in accuracy compared to normal cross-semester models. The proceedings of the workshop can be found on the following website: https://sites.google.com/view/lak23datachallenge.
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ABSTRACT: Trace-SRL is an interactive workshop on measuring and facilitating self-regulated learning (SRL). Prior research has shown that SRL skills are essential for successful life-long learning. Measuring SRL based on unobtrusive trace data and facilitating SRL based on real-time analysis. Such trace data have been pointed out as very valuable research directions. However, major challenges and significant gaps in this area are still many, such as i) the detection, measurement, and validation of SRL processes with trace data is still a much-debated issue within the SRL community; and ii) the design principles for effective interventions and the complex conditions and contexts when these interventions facilitated learning are still not known. Therefore, we aim to improve the measurement and facilitation of SRL by hosting this full-day workshop, which will i) initiate a project-level dialogue to foster cross-team collaborations and ii) provide the participants with hands-on opportunities to experience the measurement and facilitation of SRL. Expected outcomes are forming a community of practice, potential collaborative projects, and possible follow-up joint publications and grant submissions.
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1 BACKGROUND

1.1 Challenges

One of the central focuses of education is to foster the competency of Self-Regulated Learning (SRL) amongst learners. Self-regulation can improve learning outcomes as revealed by the positive relation between SRL processes and measures of learning (Azevedo et al., 2022). Measuring SRL, however, has posed a major challenge to researchers for decades. Various measurement tools and methods have been proposed to help improve the capture of SRL processes, ranging from self-report surveys (Pintrich & et al. 1991) to think-aloud protocols (Bannert, 2007) and trace-based measurement (Siadaty et al., 2016; Fan et al., 2022). Trace-based methods are becoming a popular approach to measuring SRL (Saint et al., 2022), since trace data can unobtrusively record dynamic instances of cognition and metacognition in authentic learning environments and thus operationalize “what learners do as they do it” (Winne, 2010) and has been utilised in a number of studies (Siadaty et al., 2016; Fan et al., 2022). However, the detection, measurement, and validation of SRL processes with trace data is still a much-debated issue within the SRL community (Winne, 2020). Therefore, we would like to propose this interactive workshop (aim 1) for interested interdisciplinary researchers from different learning analytic projects focused on SRL to examine current work-to-date, explore how they can build upon existing methods of measurement of SRL, and exchange their lessons learnt from different projects.

While the importance of SRL to learning is widely recognised, numerous previous studies have also shown that learners by themselves often experience difficulties in adequately and effectively self-regulating their learning across tasks, domains, and contexts (Winne, 2010). Despite the opportunities learners have to practice and hone them, SRL skills remain underdeveloped (Bjork et., 2013). Therefore, learners need to be supported to successfully regulate their learning and achieve their learning
goals. Different types of interventions, such as scaffolding, dashboards, or personalized feedback, have been designed in learning analytics to effectively support learners’ SRL and ultimately improve their SRL skills. However, there is limited research into the development of these interventions and how design decisions are associated with the execution of SRL and learning outcomes (Devolder et al., 2012). Importantly, the complex conditions and contexts when these interventions facilitate and enhance learning are emerging (Guo, 2022). Therefore, this interactive workshop (aim 2) will address these challenges by sharing how different interventions (e.g., artificial agents) can be designed, the potential of the interventions, and/or how effective interventions are in supporting SRL. This will lead to new insights concerning the effectiveness of intervention approaches to facilitate metacognition and self-regulation during learning.

1.2 Objectives

From a research perspective, this workshop aims to: i) increase awareness of how tools and data channels can be combined to measure SRL; ii) elicit new approaches for detecting, measuring, and analysing SRL; iii) understand how combining student data and artificial intelligence can be used to create actionable insights into students’ learning; iv) design new representations/forms of communicating SRL scaffolding, dashboards, or feedback to facilitate learning. From the participants’ perspective, we expect to: i) improve the knowledge and skills of participants about SRL measurement, learning processes, and SRL support; ii) produce a repository of new requirements, considerations and approaches of instruments for SRL; iii) build a research community, foster partnerships, and facilitate deployment of similar tools and analytics platforms as collaborative projects; and iv) explore opportunities for joint publications (e.g., a journal special issue), grants, and future workshops resulting from the collaborations. The outcomes of the workshop will be housed on a Google Site. More specifically, we have two objectives different from other workshops or research tracks in LAK23:

- **Initiate a project-to-project level dialogue to foster deep, cross-team collaboration.** By bringing together SRL-related significant projects that measure and facilitate SRL following different analytic approaches, we aim to further promote research and practice that looks at SRL from a more comprehensive dimension of context, compared to single studies.

- **Provide hands-on opportunity to experience the measuring and facilitating of SRL.** Participants will also explore the Flora project and platform integrated with various instrumentation tools and personalised scaffoldings, and they will be able to explore their own multi-channel data and co-design possible SRL-related scaffoldings and feedback representations for learners and instructors.

2 ORGANISATIONAL DETAILS (FULL-DAY WORKSHOP SCHEDULE)

<table>
<thead>
<tr>
<th>Timing</th>
<th>Descriptions</th>
<th>Hosts</th>
</tr>
</thead>
<tbody>
<tr>
<td>Part 1: Morning Section</td>
<td>10 minutes Welcome &amp; Introduction (Morning Section: focus more on Measuring SRL)</td>
<td>Megan Wiedbusch</td>
</tr>
<tr>
<td></td>
<td>90 minutes Presentations about measuring and facilitating SRL using trace data</td>
<td>Daryn Dever</td>
</tr>
</tbody>
</table>

Table 1: Proposed Full-day Workshop Schedule (3.5 hours + 3.5 hours)
- Multimodal modeling to validate digital traces of SRL and examine the robustness of their predictive validity when scaled to naturalistic settings (by Matthew L Bernacki and Linyu Yu)
- Measuring the impact of instructional design on students' planning process via multi-level trace-data clustering (by Zhongzhou Chen)
- Multicomponential analysis of self-regulated learning during diagnostic reasoning (by Alejandra Ruiz Segura)
- Exploring the value of trace data for self-regulated learning in game-based learning environments (by Saerok Park)
- Capturing, Modeling, and Transferring Trace Data between Simulated and Real-World Skill Development (by Megan Wiedbusch)

<table>
<thead>
<tr>
<th>Duration</th>
<th>Activity</th>
<th>Presenter</th>
</tr>
</thead>
<tbody>
<tr>
<td>30 minutes</td>
<td>Coffee Break and Socialization</td>
<td>All</td>
</tr>
<tr>
<td>40 minutes</td>
<td>Roundtable Discussion (Previous presenters + Audience) Guided by structured questions</td>
<td>Daryn Dever</td>
</tr>
<tr>
<td>30 minutes</td>
<td>Presentation of FLoRA Analytics Platform and Hands-on Task, then brainstorming about new direction of measuring SRL using trace data</td>
<td>Xinyu Li</td>
</tr>
<tr>
<td>10 minutes</td>
<td>Summarizing the morning section &amp; Next Steps</td>
<td>Roger Azevedo</td>
</tr>
</tbody>
</table>

### Part 2: Afternoon Section

- Welcome & Introduction (Afternoon Section: focus more on Facilitating SRL) | Mladen Raković
- Presentations about measuring and facilitating SRL using trace data
  - Explainable, theory-guided prediction modeling to inform design and delivery of digital skill trainings that improve facility for SRL (by Matthew L Bernacki & Robert D. Plumley)
  - An ordered network analysis on Personalised Scaffolding for Self-regulated Learning (by Tongguang Li)
  - Simulations as Platforms for Capturing, Measuring, and Facilitating Self-regulated Learning (by Daryn Dever)
  - Human Digital Twins as a Research Platform to Study, Model, and Simulate Self-Regulated Learning in STEM (by Roger Azevedo)
  - Reducing Procrastination on Introductory Physics Online Homework for College Students Using a Planning Prompt Intervention (by Zachary Felker)

<table>
<thead>
<tr>
<th>Duration</th>
<th>Activity</th>
<th>Presenter</th>
</tr>
</thead>
<tbody>
<tr>
<td>30 minutes</td>
<td>Coffee Break and Socialization</td>
<td>All</td>
</tr>
<tr>
<td>40 minutes</td>
<td>Roundtable Discussion (Previous presenters + Audience) Guided by structured questions</td>
<td>Mladen Raković</td>
</tr>
<tr>
<td>30 minutes</td>
<td>Presentation of FLoRA Scaffolding system and Hands-on Task, then brainstorming about new direction of facilitating SRL using trace data</td>
<td>Xinyu Li</td>
</tr>
<tr>
<td>10 minutes</td>
<td>Summarizing the afternoon section &amp; Next Steps</td>
<td>Roger Azevedo</td>
</tr>
</tbody>
</table>

The event will be an open and hands-on workshop. The organization of the workshop will revolve around cutting-edge research projects related to trace-based SRL study, so we will collect research abstracts as the basis for the workshop. Abstract submissions of 500 words for these projects will be handled via the workshop’s website, and each submission should contain both the measuring and facilitating of SRL and describe a complete picture of the SRL-related study. The main purpose of this arrangement...
is to make the two sections in the morning and afternoon to echo each other and provide workshop participants with a global understanding and in-depth discussion about SRL. The submission timeline will follow the timeline suggested by the conference organizers. All attendees will have the opportunity to discuss with the presenters in the roundtable and brainstorming sessions, and will also have hands-on experiences with SRL measurement and scaffolding design activities guided by organizers. We anticipate a registration of about 30 participants. We will use #LAKTRACESRL when referencing this event on social media.

3 COMMUNICATING INFORMATION AND RESOURCES

We have a Google website and will use it to post the call-for-papers and send relevant news to potential participants (including participants from our previous events, e.g., we hosted several workshops at previous conferences). At the same time, we will send invitations to specific research teams who are working on measuring and facilitating SRL. The Google website will be the main collection point for materials, group interactions and archives for the workshop, and support ongoing dissemination and group activities. We will also disseminate information and resources about the workshop through multiple mailing lists and social media to make sure to maximise the impact of workshop.
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ABSTRACT: Across the past decade, open science has increased in momentum, making research more openly available and reproducible. In parallel, learning analytics, as a subfield of education technology, has been increasing as well, providing more accurate statistical models and integrations to improve learning. However, open science and learning analytics rarely tend to intersect, causing a bit of difficulty when trying to reuse methodologies, datasets, analyses for replication, reproduction, or an entirely separate end goal. In this tutorial, we will provide an overview of open science principles and their benefits and mitigation within research. In the second part of this tutorial, we will provide an example on using the Open Science Framework to make, collaborate, and share projects. The final part of this tutorial will go over some mitigation strategies when releasing datasets and materials such that other researchers may easily reproduce them. Participants in this tutorial will gain a better understanding of open science, how it is used, and how to apply it themselves.

Keywords: Open Science, Learning Analytics, Reproducibility

1 INTRODUCTION

Open Science is a term used to encompass making methodologies, datasets, analyses, and results of research publicly accessible for anyone to use freely (Kraker, 2011; Vicente-Saez, 2018). This term started to frequently occur in the early 2010s when researchers began noticing that they were unable to replicate or reproduce prior work done within a discipline (Spellman, 2015). There also tended to be a large amount of ambiguity when trying to understand what process was followed to conduct a study or whether a specific material was used but not clearly defined. Open science, as a result, started to gain more traction to provide greater context, robustness, and reproducibility metrics with each subtopic encompassed under the term receiving their own formal definition and usage. The widespread adoption of open science began to explode exponentially when large scale studies conducted in the mid-2010s found that numerous works were difficult or impossible to reproduce and replicate in psychology (Open Science Collaboration, 2015) and other disciplines (Baker, 2016).

Some principles commonly referred to as part of open science and its processes: open data, open materials, open methodology, and preregistration. Open Data specifically targets datasets and their documentation for public use without restriction, typically under a permissive license or in the public domain (Murray-Rust, 2008). Not all data can be openly released (such as with personally identifiable information); but there are specifications for protected access that allow anonymized datasets to be released or a method to obtain the raw dataset itself. Open Materials is similar in regard except for targeting tools, source code, and their documentation (Johnson-Eilola, 2002). This tends to be synonymous with Open Source in the context of software development, but materials are used to encompass the source in addition to available, free-to-use technologies. Open Methodology
the full workflow and processes used to conduct the research, including how the participants were gathered, what was told to them, how the collected data was analyzed, and what the final results were (Kraker, 2011). The methodologies typically expand upon the original paper, such as technicalities that would not fit in the paper format. Finally, **Preregistration** acts as an initial methodology before the start of an experiment, defining the process of research without knowledge of the outcomes (Nosek, 2018; Nosek, 2019). Preregistrations can additionally be updated or created anew to preserve the initial experiment conducted and the development as more context is generated.

Open science principles and reproducibility metrics are becoming more commonplace within numerous scientific disciplines. Within many subfields of educational technology, such as learning analytics, however, the adoption and review of these principles and metrics are neglected or sparsely considered (Nosek, 2022). There are some subfields of education technology that have taken the initiative to introduce open science principles (special education, (Cook, 2018); gamification, (García-Holgado, 2020); education research, (Makel, 2019); however, other subfields have seen little to no adoption. Concerns and inexperience in what can be made publicly available to how to reproduce another’s work are some of the few reasons why researchers may choose to avoid or postpone discussion on open science and reproducibility. On the other hand, lack of discussion can lead to tediousness and repetitive communication for datasets and materials or cause a reproducibility crisis (Baker, 2016) within the field of study. As such, there is a need for accessible resources and understanding on open science, how it can be used, and how to mitigate any potential issues that may arise within one’s work at a later date.

Admitting our own initial lack of proper adoption and reproducibility first, in this tutorial, we will cover some of the basic principles of open science and some of the challenges and mitigation strategies associated with education technology specifically. Next, we will provide a step-by-step explanation on using the Open Science Framework (OSF) to create a project, collaborate with other researchers, post content, and preregister a study. Using examples from the field of educational technology, we will showcase how to incorporate open science principles, in addition to practices that, when implemented, would improve reproducibility.

## 2 FORMAT AND TIMELINE OF TUTORIAL

The tutorial will occur over three hours and focuses on introducing some common open science principles and their usage within education technology, providing an example on using OSF to create a project, post content, and preregister studies, and using previous papers to apply the learned principles and any additional reproduction mitigations. Based on prior workshops (Shaw, 2022), we assume around five to ten participants will attend. Attendee and tutorial information will be provided through social media. An outline of this tutorial can be found below:

- First, we will provide a presentation on an overview of a few problems when conducting research. Using this as a baseline, we will introduce open science and its principles and how
they can be used to nullify some of these issues and mitigate others. In addition, we will attempt to dispel some of the misconceptions of these principles.

- Second, we will provide a live example of using OSF to make an account, create a project, add contributors, add content and licensing, and publicize the project for all to see. Afterwards, we will provide a guide to creating a preregistration, explaining best practices, and identifying how to create an embargo. Additional features and concerns, such as anonymizing projects for review and steps required to properly do so, will be shown.

- Third, we will discuss reproducibility metrics within work when providing datasets and materials. This will review commonly used software and languages (e.g., Python, RStudio) and how, without any steps taken, most work tends to be extremely tedious to reproduce or are not reproducible in general. Afterwards, we will provide some mitigation strategies needed to remove these concerns.

- Finally, we will take some existing papers either from the author’s own research or from prior education technology conferences that do not meet some open science principles or cannot easily be reproduced and apply what has been learned across the entire tutorial. We will use a few papers, each containing different issues, and apply the necessary steps needed to reproduce the results within the paper.

3 DISSEMINATION OF INFORMATION

The dissemination of information for this tutorial will be provided before and after the conference. Before the conference, information about the tutorial itself will be stored on an OSF project, containing references to the papers used within the final part of the tutorial, any slides to be used within the conference, and additional resources that could provide better understanding of the issues and nuances of avoiding open science and reproducibility metrics. A website separate to the OSF project will also be set up containing the following information for ease of consumption; however, this will only be used as an alternative to the project in case the website disappears at some point in the future.

After the conference, any resources created or recordings taken will be uploaded to the project for preservation. Alternative links will be provided to separate sites for more formal hosting (e.g., videos on YouTube). As this tutorial wants to repeat and expand upon open science and reproducibility at prior workshops across conferences (e.g., Using the Open Science Framework to promote Open Science in Education Research in the 15th International Conference on Educational Data Mining (Shaw, 2022)) an additional project will be created on the OSF website containing components pointing to all previous conferences and resources discussed.
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ABSTRACT: Learning analytics (LA) have been implemented to improve teaching and learning practices in different countries using a variety of approaches and with different levels of success. To effectively transfer an LA system from one country to another, we need to carefully consider contextual, technical, and cultural factors. In this interactive workshop, we will explore the role of the cultural values that are important for the successful adoption and use of LA systems around the world: 1. the acceptance of LA services and related ethical concerns, 2. the design of LA systems, and 3. the evaluation of LA interventions. This one-day workshop will focus on the role of culture in LA from a value-sensitive perspective. In particular, we will: 1. discuss and identify possible cultural differences and similarities for the wider adoption of LA systems at scale, and 2. introduce and practice several culture- and value-sensitive design methods on selected LA tools.

Keywords: Cultural awareness, learning analytics, cultural values, scalability, value-sensitive design

1 INTRODUCTION

Over the last decade, we have seen many examples of learning analytics (LA) systems being implemented and used in various countries in different ways, however, often at a limited scale (Viberg et al. 2018). The scalability problem can be associated with, but not limited to, the differences in the expectations that stakeholders such as teachers and students have towards LA (e.g., Gray et al. 2022), concerns about ethical and privacy issues (e.g., Hoel & Chen 2019), and heterogeneity in the effects of LA interventions on learners across countries (e.g., Davis et al. 2017; Kizilcec & Cohen, 2017). All these differences can make the transfer of LA systems from one country to another challenging since there are varying contextual, technical, and also cultural factors that play an important role. Whereas technical and contextual aspects of LA systems’ design and implementation have been addressed by
LA scholars and practitioners, important cultural factors have hitherto received limited attention (Viberg et al. in press). There have been efforts in the community to examine contextual and cultural factors, including at conferences and new journals on the topic (e.g., Computer-based Learning in Context). Considering the role that culture – both at the individual and national level – may have on the adoption of LA systems across countries and earlier research in related domains (see e.g., Leidner & Kayworth, 2006) on the role of culture in information systems design, or Baker et al. (2019) for computer-based learning systems), there is a critical need for more research and discussion of culture in LA.

Previous research in this area has hypothesized how culture might play a role in the implementation process of LA systems (e.g., Vatrapu, 2011). Although not many studies have looked at how students’ learning patterns and learning strategies in higher education differ across cultures (Marambe et al., 2012), there is evidence that learners use the learning environment differently across countries and cultures (Liu et al. 2016; Rizvi et al. 2022). Cultural differences play a role in educational technology acceptance and use (e.g., Nistor et al. 2013) and students’ collaborative learning practices (e.g., Vatrapu & Suthers, 2007). Cultural differences also influence the effectiveness of LA interventions that encourage self-regulated learning (Davis et al. 2017; Kizilcec & Cohen, 2017). This early body of work underlines the importance of not only considering the stakeholders’ cultural values in the evaluation of LA systems, but also the importance of designing culture- and value-sensitive LA systems to increase their acceptance and use at a scale.

This workshop has two goals: 1. discuss and identify possible cultural differences and similarities for the wider adoption of LA systems at scale, and 2. introduce and practice several culture- and value-sensitive design methods on selected LA tools.

The LAK community would benefit from: (i) enabling a discussion and drafting a set of suggestions on how to create more inclusive tools that put stakeholders and their cultural values at the center of the design, and (ii) obtaining practical skills of working with the selected value-sensitive design methods.

We believe that the proposed workshop is of particular interest to the LAK community for several reasons, including a need to:

- scale up LA efforts across institutions worldwide
- provide inclusive and equitable quality education
- offer sustainable LA solutions that would facilitate and enhance the process of digital transformation of education
- enable and enhance stakeholders’ agency in online learning settings.

2 WORKSHOP GOALS AND STRUCTURE

This workshop, building on the earlier three workshops conducted during the 12th International Conference on Learning Analytics and Knowledge (LAK22) and the European Conference on Technology Enhanced Learning (ECTEL2021 and ECTEL22), aims to:
1. further explore and raise awareness of possible influences of stakeholders’ cultural values and preferences on the acceptance of LA systems and related privacy issues (e.g. their privacy concerns and trust in using LA tools), the design and evaluation of LA tools;
2. introduce the participants to culture- and value-sensitive design methods;
3. practice selected design methods (e.g., envisioning cards) that can be used to inform the inclusive and equitable human-centered design approach to LA.

To achieve these aims, we will use design approaches explored in the CHI community to facilitate a discussion on the possible cultural specificities to be considered for the design, adoption, and use of LA. As a proxy for ‘culture’ we will use Hofstede’s model (Hofstede, 2001), defining what he claims to be national cultures, as a starting point for the analysis of chosen existing LA tools and the design of a selected LA tool. While these categories are contested as measures of national cultures, they contain elements that also in other contexts have been suggested to play a role in people’s behavior and attitudes toward education (Mittelmeier et al., 2016) and technologies used in educational settings to improve students’ learning (Baker et al., 2019). This means that even though they may not indicate the culture of entire nations, they might affect the adoption and implementation of LA worldwide. In other words, we do not rely on Hofstede’s national cultural profiles to offer design recommendations for specific countries but explore cultural dimensions that may affect: i) students’ expectations and attitudes towards LA services and related privacy concerns, and ii) the acceptance, design, and use of designed LA tools.

If there is interest, we would also be happy to support the formation of a SIG interested in the topic.

3 ORGANIZATIONAL DETAILS

- Interactive full-day workshop with maximum 30 participants.
- The workshop/tutorial activities that participants should expect: symposia elements, discussion groups, group-based demos, presentations.
- Proposed schedule in which the activities will take place:
  - The first part of the workshop will focus on the introduction to culturally aware LA, including related presentations and discussions.
  - The second part of the workshop will focus on the design activities, in which the workshop participants would be expected to work with some selected culture- and value-sensitive design methods with LA tools.
  - Finally, at the end of the workshop, we expect to draft a list of design considerations and implications based on the results of the aforementioned examinations and exercises as well as workshop participants’ experience with respect to the integration (or lack thereof) of cultural aspects into the design, implementation, evaluation and use of LA tools.
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**ABSTRACT:** This workshop aims to facilitate a dialogue related to philosophical stances and their impact on theory and practice in the field of Learning Analytics. LAK23 is the third year for this workshop which will build on the successes and reflections on POLA@LAK21 and POLA@LAK22. The workshop is designed to encourage conversation and collaborative ideation focused on the philosophical, conceptual, and theoretical foundations of LA. This year the workshop theme will be the inter-relationships between philosophies and theories in LA, and the extent to which they influence LA research and practice. The workshop is a half-day event. Participants will be invited to contribute a lightning talk abstract for review in advance of the workshop. Selected talks will provide a catalyst for dialogue throughout the workshop. The workshop will curate a collaborative, respectful environment to support robust, but intellectually stimulating and constructive conversations.

**Keywords:** Philosophy, learning analytics, theory.

**1 BACKGROUND**

As learning analytics (LA) continues to mature as a field, it also continues to draw expertise from multiple disciplines with practitioners from diverse backgrounds bringing varying skill sets. However, practitioners also bring their own disciplinary based philosophies to the field, whether they are conscious of them or not. Differences in philosophical assumptions underpinning varying approaches to LA can at times introduce confusion or even dissonance. These issues can be exacerbated when philosophical positions remain hidden and mitigated with increased transparency of diverse views.

We argue that there is a need to encourage conversations about the various ways that learning analytics research is (and can be) philosophically grounded, the extent to which our philosophies underpin our choice of theory, and the degree to which they influence our research and practice. To this end, this 3\textsuperscript{rd} Workshop on The Philosophy of Learning Analytics (POLA@LAK23) will explore the theme:

*The inter-relationships between philosophies and theories in learning analytics, and the extent to which they influence research and practice.*
The workshop is particularly pertinent to the LAK23 conference theme, “Towards trustworthy learning analytics”, as transparent accounting for philosophical positions makes visible to all the disciplinary assumptions that underpin different approaches to research and practice.

We can assume that all learning analytics practitioners share the same ultimate passion and goal, to find qualitative and quantitative ways to improve the learning experience for learners. However, the pathways we take are highly diverse, which can result in resistance when trying to bridge discourse between disciplines. We suggest that learning analytics as a transdisciplinary field would benefit from improving the visibility and understanding of the diverse philosophical positions that underpin learning analytics work.

An absence of philosophical discussions within the learning analytics community can have significant ramifications which may prevent the field from maturing. For example, confusion can result from trying to explain what is and is not in scope when different views inform those decisions. Further, the absence of philosophical understanding can slow the field down when attempting to test, experiment and scale up ideas and methods, as each of these areas can meet resistance from others that take different philosophical positions. Further, dominant philosophical positions can unwittingly silence alternative views, and blind peer review processes to the need for diverse approaches.

There is still considerable debate on ethics of learning analytics (e.g., Corrin et al., 2019, Ferguson 2019, Kitto and Knight 2019, West et al. 2020), which greater philosophical understandings would help resolve. Selwyn’s (2020) provocations express the need to dig deep and assess whether the current direction of learning analytics is indeed what we want for the field. More importantly, Selwyn questions what is actually needed in society and what is missing from our background disciplines when moving into this transdisciplinary space. Finally, greater philosophical awareness would allow for the creation of momentum, as the field is reaching a critical turning point: it is needs to move beyond a few practitioners working in isolation or practicing in few classrooms to institutional or national plans to adopt and follow ethical use of learner data for pedagogical purposes. This last point is being made frequently (e.g., Ferguson 2012, Selwyn 2020 West et al. 2020), and while a recent survey showed that institutions are willing (Tsai and Gasevic 2017), when attempting to put in place these methods, we often fail (Ferguson 2012, Buerck 2014, Munguia et al. 2020).

2 ORGANISATIONAL DETAILS

WORKSHOP TYPE: Interactive Workshop – generative participatory style.

WORKSHOP SIZE: Optimum group of 12-15 Participants with 5-10 lightning talk abstract submissions.

DURATION: half a day.

TYPE OF PARTICIPATION: Presentation of short lightning talk, small group discussion, larger group discussion, robust and respectful critique and debate of salient ideas.

PROPOSED SCHEDULE: Table 1 shows the expected schedule of (1) Lightning talks, (2) Small group dialogue, and (3) Full group discussion.
Table 1: Workshop format summary.

<table>
<thead>
<tr>
<th>Activity</th>
<th>Description</th>
<th>Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lightning talks</td>
<td>Contributors present key ideas lightning talk style (4-5 mins each).</td>
<td>1 hour</td>
</tr>
<tr>
<td></td>
<td>Other participants write short reactions. Talks and reactions are grouped to form the basis for small group dialogue.</td>
<td></td>
</tr>
<tr>
<td>Small group dialogue</td>
<td>Small group break-out around key philosophical ideas from lightning talks - ‘birds of a feather’ style. Groups engage in dialogue around:</td>
<td>1 – 1.5 hours</td>
</tr>
<tr>
<td></td>
<td>(a) the potential role of the idea in LA,</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(b) the value to ALL LA stakeholders,</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(c) how the idea might advance or secure the field moving forward.</td>
<td></td>
</tr>
<tr>
<td>Full group discussion</td>
<td>Reporting back of ideas from all groups.</td>
<td>1.5 – 2 hours</td>
</tr>
<tr>
<td></td>
<td>Discussion on synthesizing themes and ideas.</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Discussion on future possibilities – e.g. further discussion, paper writing, etc.</td>
<td></td>
</tr>
</tbody>
</table>

2.1 **Lightning Talks – abstract submission**

Participants are invited to submit a 500 word abstract outlining a topic which they would like discussed at the workshop.

Abstracts will be reviewed by the workshop organizers in terms of: (1) relevance and significance to POLA theme, (2) potential for constructive discussion and debate, and (3) potential for ongoing influence within the LA community.

Participants whose abstracts are selected will be invited to present a 4-5 minute lightning talk during the workshop.

3 **OBJECTIVES**

The workshop aims to facilitate a sharing and collaborative workshop for two groups of people: (1) those that are committed to philosophical conversation with learning analytics, and which to engage with specific ideas; and (2) those with a more general interest in the topic, who would like to participate in the conversation centred on ideas proposed by others.

The workshop is designed to meet the following objectives:

(a) Develop an ongoing conversation on philosophical ideas significant to learning analytics
(b) Provide a forum of friendly critique for existing ideas
(c) Present the discussion of ideas in a form that can be disseminated to the wider community.
4 COMMUNICATION

The conceptual nature of the topic of this workshop has been a barrier for submitting publications to LA venues with a strong application requirement. While it may be feasible to take maturing ideas and develop them towards publication in other venues that accept conceptual contributions, at this point primary method of dissemination of workshop content will be via:

(a) Workshop website:  
http://nlytx.io/pola/

(b) Email group:  
https://groups.google.com/g/pola-chat  
pola-chat@googlegroups.com

Other possibilities for workshop outputs will be discussed during the workshop itself and agree amongst participants.
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ABSTRACT: This half-day workshop will focus on situating affect in learning analytics. Interdisciplinary researchers will present state-of-the-art research on techniques for measuring and modeling affect within the context of learning and education, emphasizing key conceptual, theoretical, methodological, and analytical challenges and opportunities for learning analytics (LA). Focus will be placed on interdisciplinary approaches that use contemporary theories of affect and learning sciences and discussing operational links with methods and analyses to other learning constructs. During the workshop, we will discuss implications of situating affect in learning analytics and highlight implications for building more inclusive, equitable, and quality educational experiences for diverse learning that contribute to trustworthy LA for a range of stakeholders including teachers and researchers.

Keywords: affect, learning processes, methods, analytics, education

1 WORKSHOP BACKGROUND

The objective of learning analytics is to increase the accessibility, inclusivity, and quality of education for all learners. However, current adaptive learning systems available at scale often adapt only to cognitive aspects of learning (Baker, 2016). Affect is at the core of learning experiences, and is described as a feeling, emotion, or mood. Represented by cognitive structures in the mind, affect transmits information about the world and compels us to act and make decisions. Several studies find that a learner’s inability (or ability) to regulate affective states (e.g., confusion) greatly impacts their capacity to engage in learning processes and optimal performance with emerging technologies (e.g.,
game-based learning environments, MOOCs, intelligent tutoring systems). Yet only a handful of papers over the last few years have focused on the role of affect within the learning analytics community. Possible explanations for these gaps include the theoretical, methodological, and analytical challenges that arise when attempting to capture learners’ affective processes and experiences with emerging technologies. This remote half-day workshop thus brings together interdisciplinary research groups to catalyze a more affect-sensitive education, situating affect in learning analytics, with a focus on assessment, theoretical implications, and other researcher-initiated topics of interest.

One of the most challenging aspects of studying affect is its assessment. Traditional methods define affect before or after a learning activity using self-report data. But these data are problematic because not all learners have the self-awareness to report their affective states (Pekrun & Marsh, 2022; Scherer & Moors, 2019). In contrast, state-of-the-art approaches for studying affect leverage rich streams of data generated during a learner’s (or team of learners’) interactions with an emerging technology while engaging in learning activities (Zamecnik, Kovanović, et al., 2022). Some studies leverage in-situ multichannel data using sensors like facial recognition software (Cloude et al., in press), eye tracking (Mills et al., 2021), and learner-system interactions (Hutt et al., 2019). Many of these methods rely upon ground truth from observational techniques (Baker et al., 2020) or video coding (Aslan et al., 2018). Yet, most of this work involves a single learner at a computer and fails to capture learning beyond the computer.

Another challenge for the field is in finding ways to pinpoint the explicit causal mechanisms between affect and learning processes. The classic approach for studying affect has been to collect data on affective labels of the end result or outcome of an affective state such as confusion, frustration, or engagement. But this approach misses if, when, and what precedes and precludes the emergence of affect, requiring researchers to make inferences about, not only the learner’s label of an affective state, but also the root cause of why affect may have (or have not) emerged and its relation to learning processes (Scherer & Moors, 2019). Although many studies have made great strides in examining affective sequences or dynamics in relation to learning outcomes, it is correlational rather than causal. A possible contributing factor to this research challenge is that most education/learning theories discuss affect and its role in learning (e.g., information processing theory of self-regulated learning by Winne & Hadwin, 1998) but do not fully operationalize the links between affect and complex learning constructs. In our workshop, we will discuss theoretical and operational links to indices of affect in time series data to what precedes or precludes other learning constructs to gain a more holistic representation of affect, allowing for at least some degree of prediction within the context of learning. Situating affect in learning analytics has the potential to supplement existing diagnostic data to more accurately pinpoint the root cause of a learner’s struggle to engage in learning, and to understand the factors leading to student success where it occurs. Improving diagnostic abilities through the inclusion of affect could inform personalized instructional support, thus reducing barriers to learning and increasing the inclusivity and quality of education for all learners. The aim of our workshop will therefore be to bring together interdisciplinary groups of researchers interested in measuring and modeling affect by merging contemporary theories of affect and learning sciences, with a goal of galvanizing work in this area for learning analytics more broadly and for addressing the conference theme: Toward trustworthy learning analytics. In our workshop, pressing scientific methods and
analytical challenges and opportunities will be highlighted in connecting contemporary theories of affect with learning sciences that require interdisciplinary teams to address that unlock the full potential of leveraging links between affect and learning analytics to augment education for all (Gasevic et al., 2022).

2 ORGANIZATIONAL DETAIL OF THE WORKSHOP

Type of event: Half-day remote workshop

Type of participation: mini-conference style including paper presentations, a keynote speaker, and panel discussion with leading experts. We will invite interdisciplinary research teams to submit 1) work-in-progress or 2) completed papers related to affect in learning and education and its role in LA and related themes with emerging technologies. The following highlights a list of possible themes:

1. Address the challenges associated with studying affect in the field of LA with emerging technologies, including a) State-of-the-art theoretical, methodological, analytical techniques for affect detection and b) Large- and small-scale approaches.

2. How can situating affect in LA contribute to increasing the accessibility, inclusivity, and quality of education for all learners, including a) Personalized and adaptive learning with emerging technologies, b) Promoting diversity in LA, and c) Trustworthy LA.

All papers will be peer-reviewed, and accepted papers will be published in the workshop companion proceedings (Scopus indexed). The workshop will have open participation, with everyone interested being able to register. We expect approximately 7 paper presentations (15 minute) and up to 40 participants that we will recruit through website and announcements to key academic and professional communities and networks (i.e., Society for Learning Analytics Research [SoLaR], Educational Data Mining Society [EDM], Affective Computing and Intelligent Interaction Society [ACII], Society for Artificial Intelligence in Education [AIED], Human Factors in Computing Systems Society [CHI], International Society of the Learning Sciences [ISLS], Cognitive Science, American Educational Research Association [AERA], and European Association for Research on Learning and Instruction [EARLI]), and special invitations to prominent researchers.

2.1 Workshop Format and Planned Activities

- 09:00am - 09:10am Workshop Opening
- 09:10am - 10:00am Keynote speaker, Dr. Jonathan Rowe, North Carolina State University
- 10:00am - 11:00am Paper Presentations + Discussion
- 11:00am - 11:15am Coffee Break
- 11:15am - 12:00pm Paper Presentations + Discussion
- 12:00pm - 12:20pm Panel discussion (keynoter + presenters)
- 12:20pm – 12:30pm Workshop closing

2.2 Structure and Contents of the Workshop Website

A website has been published to advertise our workshop that includes key information: https://affectla.wixsite.com/affectla2023
2.3 Workshop Objectives and Intended Outcomes

1. Unite interdisciplinary researchers to discuss key topics related to measuring and modeling affect using LA techniques with both sensor and sensor-free data.
2. Share advanced data mining, statistical, and/or machine-learning methods for affect detection and research and discuss implications for education and building trustworthy LA.
3. Lead a special issue at an interdisciplinary journal (e.g., Journal of Learning Analytics, IEEE Transactions on Affective Computing, IEEE Transactions on Learning Technologies) and summarize workshop findings and publish on workshop website.
4. Build new partnerships with industry and government institutions and private organizations. Establish a special interest working group to build bridges in the LA community with overall goals to increase knowledge and future methods and applications.
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Human-Centred Learning Analytics (HCLA): towards trustworthy learning analytics

This Section is Left Blank for Review

**ABSTRACT:** The term human-centred learning analytics (HCLA) is an emerging subcommunity of learning analytics (LA) researchers and practitioners interested in creating reliable and trustworthy LA systems that amplify and augment the abilities of educational stakeholders and which are aligned to intentions, revealed preferences, ideal preferences, interests and values. This is the fourth edition of this HCLA workshop which seeks to build on the momentum from recent years within the LA and TEL communities around the contributions that Human-Centred Design and Human-Centred Artificial Intelligence theory and practice should make to LA system conception, design, implementation and evaluation.

**Keywords:** human-centred design, participation, co-design, human-centred AI,

1 **INTRODUCTION**

Although there is a growing interest in designing LA systems with students and teachers (Sarmiento and Wise, 2022), several questions still remain regarding how the LA community can appropriate design approaches from other communities such as human-centred design (HCD) (Giacomin, 2014) and human-centred artificial intelligence (HCAI) (Shneiderman, 2022); and identify best practices that can be more suitable for educational developments. This workshop intends to address some of these questions. Some LA researchers have started to involve various educational stakeholders in the design process of LA innovations. Whilst most advancements have included teachers in the design process (Echeverria, 2020; Holstein, 2019; Tsai et al., 2022) others have also advocated for the value of involving students in this process (Chatti et al., 2021; Dollinger, 2019; Prieto-Alvarez, 2020; Sarmiento et al., 2020). While the value of involving these stakeholders as “participants” or “collaborators” in the design process is increasingly becoming a point of debate (Buckingham Shum, et al. 2019; Sarmiento and Wise, 2022), little work has been done in proposing the steps that other researchers or designers can use as a guidance to structure design sessions to understand critical aspects of the envisaged use of LA tools in order to make them fair and include proper safeguards against bias.

**The aim of the workshop** is to consolidate the subcommunity of LA researchers and practitioners interested in the human factors related to the effective design of LA innovations. In doing so, we plan to address questions such as: What is the state of the art in HCLA, and what have we learned from these experiences? Within the context of our field, how do we appropriate concepts such as "participatory", "co-design" and "human-centeredness", which point at strong bodies of literature and communities beyond LA? How can we design LA systems for and/or with educational stakeholders? Finally, grounding on broad HCAI principles (Shneiderman, 2022): how can we create LA systems that are reliable, safe and trustworthy? and how do we achieve balance between human agency and AI agency in learning analytics? Outcomes of this workshop include: (1) the formation of a network of LA researchers and practitioners interested in HCLA; and (2) the publication of short proceedings of emerging HCLA works.
2 BACKGROUND

(Mis)understandings of real-world users, stakeholders, contexts, and routines can make or break LA tools and systems. However, the extent to which existing human-centred design methods, processes, and tools are suited to address such human and societal factors in the context of LA is a topic that remains under-explored by our community. In response, the term human-centred learning analytics (HCLA) was recently coined (Buckingham Shum et al., 2019) to refer to the subcommunity of LA researchers and practitioners interested in utilising the body of knowledge and practice from design communities, such as participatory design and co-design, into data-intensive educational contexts. Holstein et al. (2017) were the first in adapting various co-design techniques to identify teachers’ data needs and build prototypes of awareness tools with them. In fact, teachers have been the most commonly involved stakeholders in LA co-design studies. For example, Dollinger et al. (2019) discussed implications for the use of participatory semi-structured interviews with teachers in long-term LA projects. Wise and Jung (2019) combined LA interface walkthroughs and transcript analysis to make design decisions for a dashboard intended to be used by teachers. Holstein et al. (2019) featured a number of co-design techniques, namely card sorting, directed storytelling, semi-structured interviews, prototyping and behavioural mapping, to co-design a classroom analytics innovation with teachers. Whilst some examples of LA design processes have focused on engaging with students, these are starting to emerge (Chatti et al., 2020; Chen & Zhu, 2019; de Quincey et al., 2019; Prieto-Alvarez et al., 2018, Tsai et al., 2022; Sarmiento et al., 2020).

2.1 Evidence of interest

This workshop seeks to build on the momentum from recent years within the LAK and TEL communities. There has been a growing interest in this area. The first related workshop was the LAK Participatory Design workshop at LAK18 (the theme of LAK18 was Towards User-Centred Design), providing an identity to this particular strand of work (Prieto-Alvarez et al., 2018). Then, the first edition of the HCLA workshop happened at LAK21, with subsequent editions at ECTEL21, LASI and LAK22. Some of the co-organisers of this workshop are also involved in the publication of a Special Section in the British Journal of Educational Technologies, so the workshop can serve as a platform for some attendees to also pitch their works submitted to the journal.

3 ORGANISATIONAL DETAILS

3.1 Workshop format, participation, and pre-workshop task

The workshop is envisioned to be a half-day, hybrid workshop. Between 12 and 24 participants, with a shared interest in human-centred learning analytics, are expected to be part of this workshop. This workshop welcomes everyone with an interest in the field, from beginners to experts. We will have, for the first time, a call for papers. This is because the time is ripe to welcome more elaborated contributions to this area. The 2-4 pages workshop papers will be peer-reviewed by members of the organisation team and authors of papers. All the participants of the workshop will gain access to the submitted and accepted papers before the workshop to be discussed during the workshop.

Participants will also be asked to fill a survey which will capture previous experiences in HCLA and current understandings of design aspects that will be relevant for the discussions during the workshop.
In particular, participants will be asked to share their experience with human centred design or human centred AI; and current and future plans to adopt human-centred design methods in LA projects.

3.2 Workshop activities

The workshop is planned to take place during the pre-conference activities of the main conference and is planned for a half-day format of up to 4 hours (March 13 or 14, 2021). The workshop is divided into four parts:

1. **Overview of HCLA.** In the first part of the workshop, and based on the survey results, we will present a number of processes, frameworks and examples for engaging in participatory/co-design processes with students, faculty or administrators, emphasising both opportunities and challenges.

2. **Modified pecha-kucha poster presentation.** The second part will be for authors of papers to provide a brief overview of their works as flash presentations. They will be able to prepare 6 slides to be presented in 20 seconds each so each will provide a brief 2-minutes presentation.

3. **Sharing and guided critique.** The third part will be a discussion based on the experience co-designing the human-centred papers. A number of discussants from other communities (e.g. human-computer interaction, interaction design, participatory design and information visualisation), and some that critique human-centred design methods, will be invited to the workshop to give their critical points of view on the ideas posed in the design plans. We expect that this will lead to a discussion of the pros and cons of human-centred design techniques, what needs to be adapted to fit LA purposes and the provision of feedback to the presenters.

4. **Discussion on next steps.** All participants will be invited to contribute with ideas to set a potential HCLA research agenda.

3.3 Dissemination strategy

A workshop website will be made available upon acceptance of this workshop. A call for participation will be generated and published via the website, and through the twitter accounts and mailing lists the workshop organisers have access to. The website will also include an overview of the aims of the workshop, information about the workshop organisers, contact details and reports and other outputs from the workshop. The accepted papers will be published as workshop proceedings or as a part of the LAK companion proceedings or a CEUR proceedings set.

3.4 Logistics and tools

The workshop will be hybrid. We will use a multicamera online meeting tool (i.e. MultiCam in Zoom). Slack will be leveraged to engage in asynchronous discussion and share tools, papers, and resources before, during, and after the workshop. One author will be the point person for the hybrid experience including synthesizing and sharing asynchronous discussions and ensuring virtual and in-person attendees’ perspectives are valued in discussions (e.g.. monitoring chat and Slack).
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Causal Reasoning with Graphical Causal Diagrams

ABSTRACT: Actionable Learning Analytics requires causal claims; to take well-informed action implies we have an understanding of the causal effect of that action. Causal claims that are made in the field of Learning Analytics (LA) are most commonly made in an experimental framework, such as a randomised control trial (RCT), but RCTs are not always feasible, ethical or practical. Without an RCT we need other ways to build trustworthy LA systems from observational data. Graphical causal models can be used to make causal inferences from observational data, but they require some principled scientific reasoning. This half-day hands-on workshop will introduce you to drawing such graphical causal models, using them to think about the causal assumptions underlying your LA system, and utilising the causal structure to identify and minimise potential bias in order to make stronger scientific claims.

Keywords: Causal inference, directed acyclic graphs, causal reasoning, bias, observational research

1 BACKGROUND

One central goal of Learning Analytics is the improvement of student learning. A major pathway to improving student learning comes from actionable insight or actionable intelligence (Clow, 2013; Jørnø & Gynther, 2018), frequently derived via data-intensive methods of modeling and prediction in online environments. However, the step from prediction to actually improving learning success via data-informed learning design necessitates causal knowledge about the effects of interventions. Yet, as has been noted in the literature, robust causal knowledge remains relatively scarce in Learning Analytics (Kizilcec et al. 2016; Motz et al., 2018; Wong et al., 2019).

Crucially, data analysis alone cannot provide causal information (Bareinboim et al., 2022). The leap from statistical patterns to causal claims is a qualitative one that requires knowledge from "outside" the data (Hernán et al., 2019). Reasoning about the data-generation process, i.e. causal assumptions, is one type of this knowledge. Without it, claims of improved learning or effective LA systems, for instance, must remain in doubt (Prosperi et al., 2020). For example, a statistical comparison of two distributions becomes a vehicle for causal claims if we learn the data were generated in a randomized experiment. Contrary to common opinion, however, this does not imply that making a causal conclusion in the absence of experimentation is impossible.

Recent years have seen rapid development in how to approach causal inference, even in the absence of randomized experiments. Of the many different research lines, directed acyclic graphs (DAGs) are particularly popular, as originally developed by Judea Pearl (Pearl, 1995; 2009). DAGs are a principled approach of non-parametrically encoding causal assumption within a set of variables of interest. Because construction of DAGs follow a small set of construction rules and parametric considerations do not apply, DAGs are excellent tools for communication and co-construction between researchers and educational stakeholders (Hick et al., 2022).

Crucially, DAGs are useful in identifying central causal inference pitfalls that apply in many different research contexts: Confounder Bias, Overcontrol Bias, and Collider Bias. Weidlich et al., (under review) provided indications that these pitfalls may also be present in the published Learning Analytics literature. Crucially, careful causal reasoning with DAGs in study planning and data analysis may avoid...
committing these pitfalls. Weidlich et al., (under review) demonstrate how DAGS can be used in different phases of the empirical research process.

2 WHO IS THIS WORKSHOP FOR?

Although there will be options for utilising software such as R to run the models in code, this workshop is intended to be suitable for a non-technical audience that is happy to think and draw simple pictures to represent their thinking. Anyone who has been puzzled about the ‘real’ effect that an education intervention is having, given the complexities of learning, will likely find the thinking process presented here stimulating and the methods useful as well. As this graphical approach can be used for study planning, data analysis, and appraisal of the literature, the workshop is suitable for researchers at all stages. Further, as a non-technical tool, causal diagrams are suitable as a communication tool between researchers and, for example, educational stakeholders.

3 WORKSHOP ORGANIZATION

This will be a half-day hands-on workshop with a mixture of conceptual background, puzzles, practical activities, discussion and (very optional) statistical coding in R. First, we will provide a brief introduction to the topic of DAGs via a presentation, introducing major construction rules and principles of adjustment. Then, using an online tool or simply pen-and-paper participants, either individually or in small groups, will construct causal diagrams and reason about causal effects and sources of bias.

3.1 Part One – Theory of graphical causal models

DAGs: We will explore DAGs (Directed Acyclic Graphs) and how they can be used to represent a causal model. Looking at an elementary set of DAGs we will examine causal models to understand how causal effects are transmitted through the model, how association arises from a model, and how to uncover possible sources of bias.

Finding adjustment sets: Once we can visually inspect a DAG, we can then make a plan for minimising bias. In a statistical model, this involves finding the right mix of covariates to make causal inferences from association. We will do this both visually and with the free software DAGitty (Textor, et al. 2016).

Construction of models: Building on earlier work from Hicks et al. (2022) we will outline a process for co-constructing a graphical causal model. This will include how to get started drawing a model, and how to interrogate the model with key questions.

3.2 Part Two – Application of graphical causal models

Build your own causal model: Using pen and paper, or the web based DAG drawing software DAGitty, we will construct a causal model relevant to your work. If possible, bring a question about a causal effect that you want to try and understand along, such as how much does X affect Y?

Understanding the implications of your causal model: Once we have built some causal models we will workshop as a group the possible implications of the models. For instance, is it possible to estimate a causal effect? If so, how? If not, what new data would we need to do so?
[Optional] Coding the model: If you are a little comfortable coding in R there will be opportunities to move the model from the graphical interface of DAGitty into R and begin analysis, or simulation.

3.3 Part Three – Discussion and Reflection

Further scope for causal models in LA? These models are primarily used for causal inference, commonly within a regression model. However, they have applications in machine learning, and potentially could inform other LA tools such as dashboard design.

4 RESULTS AND GOALS

A main goal of this workshop is to bring the crucial role of causal inference to the forefront of discourse in the Learning Analytics community. Because research contexts are often diverse and applied, not always lending themselves to rigorous experimentation, researchers will leave this workshop equipped with a set of tools to reason about causal inference, no matter the research design at hand. Participants will learn how to construct causal graphs, interrogate them, and derive implications for their own research goals. As robust causal knowledge is central to building trustworthy LA systems, this workshop contributes to the conference theme and the LAK community by equipping participants with a methodology to improve their causal inferences and making stronger scientific claims.
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LAK Theory 2023: Workshop on Theory and Learning Analytics

ABSTRACT: This half day workshop is the 4th annual pre-conference meeting at LAK to discuss the ways in which theory informs and arises from learning analytics research. The organisers will briefly set the scene then hand over to Andy Nguyen to give the keynote presentation on a new generic Framework for Analysing Regulation in Collaborative Learning (FARCL). The second half of the workshop will be devoted to conversation. Participants are invited to nominate a current research project or new research idea that would benefit from a roundtable-style discussion with colleagues, including a theoretical framework that is of interest. In groups, participants will consider how nominated projects can demonstrate the role of theory in their design, model validation, and interpretation of findings.

Keywords: Conceptual rationale, framework, paradigm, theoretical model

1 BACKGROUND

LAK Theory will run for its fourth consecutive year in 2023. Enrolment in previous years has been healthy, even amidst the COVID-19 pandemic. The workshop is very welcoming includes return attendees who are keen to continue the conversation along with those joining for the first time.

This workshop is founded on the premise that the quality of learning analytics (LA), both research and practice, rests on the strength of its connection to theory (Gašević, Dawson, & Siemens, 2015). This is because theory creates concrete conceptual bridges between LA and more established areas of educational research, the broader social sciences, mathematical and computer sciences, and related disciplines. Through this annual workshop we hope to build an ongoing community of scholars interested in both using educational (and other) theory in learning analytics research and practice, and contributing to further development of theory through their work.

Theory provides a common language through which to communicate about research, it gives a frame of reference to understand the type of knowledge being generated, and what may be legitimately claimed (Reimann, 2016). In a typical research cycle, we suppose that theory influences the questions we ask, design of data collection, analysis approach and
method, and interpretation and reporting of results (Wise & Shaffer, 2015). In this way we are arguing for a move away from the primacy of method in learning analytics, that is, away from pragmatism to theory-driven paradigms for research where theory underpins method and the two cannot be separated (Bartimote, Pardo, Reimann, 2019). This adds the possibility for explanation – for an observed pattern, for a prediction, for why an intervention or pedagogical strategy works – in research, and in practice. Use of theory also means we can better understand the nature of educational data.

Theory allows for informed practice by a range of actors that support learning in educational settings, such as teachers, student support officers, advisors, and academic managers. If the objective of learning analytics is actionable information, then theory-driven analytics enables choices and decisions that are situated in defensible frameworks (Bartimote et al., 2019). Further, it means we have a starting point for explanation when things do or don’t work, and a basis for adaption of tactics and strategies shown to be effective in one context to other contexts. For analysts, data scientists, and software developers, theory can guide what usage activity to capture, the development of indicators and measures, the display of information, and the form of personalised messages and automated nudges. We need to focus on providing information about constructs that matter, and learning (and other) theories substantiated by empirical research can serve as useful starting points.

The LAK community is increasingly drawing on ideas from the learning sciences, educational psychology, sociology, and social psychology. This is demonstrated in recently published learning analytics work referring to theories such as social cognitive theory and self-efficacy beliefs, various self-regulated learning models, measurement theory, collaborative learning theory, human-computer interaction (HCI) and activity theory, etc. Increasingly, the nitty gritty of processes and procedures employed when we work with particular methods is informed by theory. One example is the use of theory to inform trace data selection and curation as explicated by Winne, 2020 and Fan et al. (2022). Our keynote speaker for 2023 also attends to this in his presentation of a new generic Framework for Analysing Regulation in Collaborative Learning (FARCL), where in each dimension theory, data type, analysis approach, and analytical technique and considered iteratively and coherently in the design and critique of LA studies.

We consider the time is ripe for a call across the community to gather to consider more explicitly the role of theory in learning analytics. Given the interdisciplinary nature of the learning analytics community, it’s important that researchers are able to articulate their stances and begin to create some common understandings in the field. Coming together to support this work is the purpose of the LAK Theory workshops.
2 ORGANISATIONAL DETAILS

2.1 Half-Day Workshop Schedule

Table 1: Schedule.

<table>
<thead>
<tr>
<th>Timing</th>
<th>Description</th>
<th>Contributors</th>
</tr>
</thead>
<tbody>
<tr>
<td>10 minutes</td>
<td>Welcome and plan for today, introductions</td>
<td>Organiser 1</td>
</tr>
<tr>
<td>20 minutes</td>
<td>‘Setting the scene: Why focus on theory in learning analytics’</td>
<td>Organiser 2</td>
</tr>
<tr>
<td></td>
<td>10 minutes presentation, 10 Q&amp;A</td>
<td></td>
</tr>
<tr>
<td>30 minutes</td>
<td>‘A new generic Framework for Analysing Regulation in Collaborative Learning (FARCL)’</td>
<td>Andy Nguyen</td>
</tr>
<tr>
<td></td>
<td>20 minutes presentation, 10 Q&amp;A</td>
<td></td>
</tr>
<tr>
<td>40 minutes</td>
<td>Roundtable (Part 1). Work in progress roundtables: 10 minutes to introduce project, summarise progress to date, outline challenges to be overcome, and input that would be useful from the group, followed by 10 minutes discussion with colleagues [x2 before break]</td>
<td>Participants: 4 research teams per roundtable group</td>
</tr>
<tr>
<td>30 minutes</td>
<td>tea/coffee</td>
<td>All</td>
</tr>
<tr>
<td>40 minutes</td>
<td>Roundtable (Part 2). Continued [x2 after break]</td>
<td>Participants continued</td>
</tr>
<tr>
<td>30 minutes</td>
<td>Roundtable report back: group representatives to summarise conversation and potential impact on the work</td>
<td>Participants</td>
</tr>
<tr>
<td>10 minutes</td>
<td>Next steps plenary discussion, and close</td>
<td>Organiser 3</td>
</tr>
</tbody>
</table>

2.2 Other Details

The event will be an open workshop. All attendees will have the opportunity to give a short presentation in their roundtable group on either work in progress or idea in development, should they wish to. Abstract submissions of 300-600 words for these short presentations will be handled via the event’s Google Form: [link to be inserted following blind review]. Please use #LAKtheory when referencing this event on social media.

This workshop can be adapted to be either blended with both online and face-to-face participants, or online only, depending on the final format of the conference.

3 OBJECTIVES/INTENDED OUTCOMES

The workshop will provide a space for both capacity building and connection, and it is hoped that the event will continue to be a catalyst for the growth of a community of practice. The outcomes of the event will be housed on the Google Site [link to be inserted following blind review]. This event will serve as a template for an ongoing workshop initiative on theory and learning analytics.
4 WEBSITE STRUCTURE AND CONTENT

The Google website will: 1. support pre-workshop data gathering and planning materials; 2. act as a collection point for materials, group interactions and archive for the workshop; and, 3. support ongoing dissemination and group activities. It is the aim for the workshop to be ongoing, in which case the website will be a continuing hub for year on year activities and building field memory.
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InnovateDesign: 
Workshop on Learning Design Analytics: 
Balanced Planning with an Innovative, Free-to-Use Software Tool

Organizers 1: Blaženka Divjak, Darko Grabar
University of Zagreb, Faculty of Organization and Informatics, Croatia

Organizers 2: Dragan Gašević, Mladen Raković
Monash University, Faculty of Information Technology, Australia

Organizer 3: Bart Rienties
The Open University, Institute of Educational Technology, The United Kingdom

ABSTRACT: The aim of this half-day face-to-face workshop, organized in cooperation of three universities, is twofold. First, it will provide a platform for sharing of experiences, research and challenges related to the link between learning analytics (LA) and learning design (LD). Second, the workshop will enable participants to engage with an innovative, free-to-use LD tool (learning-design.eu), and create advanced learning analytics on LD using the tool. Participants will be invited to work collaboratively on LD of their own courses, reflect on the LA generated by the LD tool and improve the course LD accordingly. This will also contribute to the further development of the concept and tool, based on a pre-established research protocol. Participants will take away recommendations for improvement of their own courses, as well as know-how on how to use an innovative LD tool at their own institutions. Ahead of the workshop, if interested, participants will be invited to apply for a short presentation (5-10 minutes). They will also be asked to consider their courses and particular learning outcome(s) which could be redesigned at the workshop.

Keywords: learning design concept and tool, learning analytics, curriculum analytics, assessment

1 INTRODUCTION TO LEARNING DESIGN CONCEPTS AND TOOLS

Learning Analytics (LA) has been increasingly used to support sound learning design (LD) (Rienties et al., 2017), in particular in ensuring constructive alignment between learning outcomes (LOs), teaching and learning activities and assessment (Divjak et al., 2022). LD has been defined as “the documented design and sequencing of teaching practice” (Lockyer et al., 2013, p. 1439), describing the order of learning tasks, resources and related support. LD has been presented by Conole (2013) as a methodology helping teachers and designers in more informed decision-making related to the design of learning activities, that is “pedagogically informed” and uses resources and technologies in an effective way. In essence, LD has two dimensions - a conceptual and a technological one. The concept of LD has been related to the notions of sharing and reusing: it helps make the design process “more explicit and shareable” (Conole, 2013) and aims at “reusability” in different educational contexts (Lockyer et al., 2013). It has been argued (Conole, 2013) that more explicit and shareable design enables more effective learning environments and teachers’ interventions, while enabling learners to understand their learning paths better. In terms of linking LD with LA, five main types of analytics have been identified in previous research: temporal, comparative, tool specific, cohort dynamics and contingency (Bakharia et al., 2016).

Considering the recognized benefits of LD in supporting and enhancing teaching and learning in a digital age and the HE teachers (Divjak et al., 2022), since 2020 a concept and a web-based tool...
supporting the development of sound LD, strongly supported by LA, have been developed. The Balanced Learning Design Planning (BDP) concept and tool build on the current research, theory and practice related to LD, and the existing LD concepts, primarily the OULDI approach by the Open University UK (Conole, 2013; Rienties et al., 2017), and the ABC LD approach by the University College London (Laurillard et al., 2013). These approaches presented a valuable input for the development of the BDP concept and tool, but the BDP also aimed to introduce innovation in several ways. It also introduces innovation in terms of linking course LOs with the study program LOs, providing an institutional perspective. In relation to this, research has indicated that students benefit from long-term study program level planning (Raković et al., 2022). Furthermore, the BDP tool focuses strongly on ensuring constructive alignment between LOs, types of teaching and learning activities, assessment, feedback and student workload, supporting a student-directed approach. The BDP tool provides rich and deep analytics of course LD which can be used to further improve LD, in line with the intended - preferably innovative - pedagogical approaches (e.g., problem-based learning, flipped classroom). In particular, these analytics provide detailed analyses and visualizations of assessment, minding its alignment with the prioritization, level and weights of LOs. These analytics are provided in real-time, through a dedicated dashboard, and can be used during the design process as a valuable input directing the LD process. The tool enables collaborative work and sharing of LDs, as well as export of LDs. Finally, the tool can be used in a simple and advanced version, enabling different levels of planning and analytics, and both versions are free to use.

At present the BDP tool has been used in the design of more than 250 courses and MOOCs, by over 550 users from more than 20 countries, including within four European funded projects. Based upon the initial pilot testing (Divjak et al., 2022) further functional and design modifications have been made, and at LAK 2023 we aim to share some additional functionality in terms of LA features.

2 LEARNING OUTCOMES, WORKSHOP STRUCTURE AND WEBSITE

Based on the capacity-building at the workshop, participants will be able to (1) analyse the benefits of LA for improvement of LD, (2) effectively use a free-to-use LD tool, including an innovative approach to LD, and (3) upgrade initial LD based on available LA. The workshop, organized in cooperation of three universities, will be held face-to-face, taking half a day and consisting of the parts presented in the table below. The expected number of participants is 20, and the maximum 40.

<table>
<thead>
<tr>
<th>Table 1. The proposed agenda of the workshop</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Duration</strong></td>
</tr>
<tr>
<td>10 min</td>
</tr>
<tr>
<td>40 min</td>
</tr>
<tr>
<td>20 min</td>
</tr>
<tr>
<td>30 min</td>
</tr>
<tr>
<td>90 min</td>
</tr>
<tr>
<td>30 min</td>
</tr>
<tr>
<td>20 min</td>
</tr>
</tbody>
</table>
The workshop will be supported by a dedicated website, where all related information will be shared, and which will support pre-workshop data gathering and planning, including the application of participants. To recruit participants, along with the website, social networks and media will be used. After the workshop, the website and the social media will be used to support ongoing dissemination. The website will include the following sections: About, Background literature and material, Workshop agenda, and Submission area.

3 SHARING OF EXPERIENCES, RESEARCH AND CHALLENGES

The workshop will start with a few short presentations from participants or, alternatively, a few short presentations from the workshop organizers, focusing on the current research, practices and experiences in the use of LD. A special focus will be on how LA can support sound LD.

Therefore, participants will be invited to submit abstracts outlining short presentations (5-10 minutes) ahead of the workshop. The workshop organizers will review the applications and choose interesting and diverse examples. The presentations will be followed by a discussion of all participants, leading to open questions and challenges, providing introduction to the next phase of the workshop. Finally, the BDP concept and software tool will be presented by the workshop organizers.

4 HANDS-ON COLLABORATION ON LEARNING DESIGN

Ahead of the workshop, participants will be asked to consider their courses and particular LO(s) which could be redesigned at the workshop. At the workshop, participants will be divided into groups, based on their own preferences and similarity of courses/LOs they would like to work on.

The groups will be invited to access the BDP tool, open and design their courses and LOs (Figure 1). Furthermore, they will work on the detailed planning of teaching and learning activities, assessment, feedback, modes of delivery, etc. In the process, they will consult the analyses provided by the tool (Figure 2), in order to make immediate adjustments to their LDs, aligning them with the LOs and the planned pedagogical approaches. The hands-on part of the workshop will take approximately 2 hours.

Figure 1. Example of a course with LOs planned in the BDP tool
and each group will be supported by one of the organizers. After the collaborative part, in the plenary session, groups will be invited to share their LDs and mutually discuss their outputs.

5 FUTURE STEPS AND CONCLUSIONS

Finally, the participants will be asked to take part in the evaluation of the tool, prepared in line with the approved research protocol (ethically approved by one of the workshop organizers’ universities). Conclusions of the workshop will be shared with the participants after the workshop, in the form of a workshop summary published on the workshop website. There will be a possibility to establish further collaboration to work on a project and/or a publication. All participants will be able to continue using the BDP tool, as well as share it with their colleagues, free of charge.
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ABSTRACT: Learning Analytics research increasingly involves large amounts of complex language data. This coincides with a widespread surge in interest in natural language processing (NLP), with models like BERT, GPT-3, and DALL-E making headlines. Such tools excel at raw predictive power, but often fall short on other important measures such as ease of use, explainability, and strong theoretical foundations.

Fortunately, tools for NLP such as LIWC, Coh-Metrix and CGA do not suffer from these drawbacks. These tools may have slightly lower accuracies than cutting-edge NLP models, but their ease of use, explainability, and theoretical foundations make them compelling options for LA researchers and practitioners.

This workshop will serve to highlight such tools, the research being done with them, and the roles they can play in advancing Learning Analytics research. This workshop also welcomes work focusing on the explainability, auditability, and trustworthiness of cutting-edge NLP models.

Building on a successful foundational NLP workshop at LAK22, this year’s gathering will continue to build NLP capacity within Learning Analytics, and develop lasting networks for future scholarly exchange.

Keywords: natural language processing (NLP), no-code, low-code, linguistics, language datasets, NLP algorithms, educational contexts, large language models, AI, ChatGPT.

1 INTRODUCTION AND BACKGROUND

Learning Analytics (LA) has long made use of language data to better understand learners, learning processes, and learning environments. Tools such as LIWC, TAACO, and Coh-Metrix have long been features of language-focused LA work. Interest in language data has increased in recent years, coinciding with a surge of interest in Natural Language Processing (NLP) research, and many LA researchers and practitioners have begun to utilize cutting-edge NLP tools.
In NLP, the recent focus has been on developing large neural network models that offer high predictive accuracies on a wide range of tasks. This has led to considerable (and well-deserved) attention and hype: BERT (Devlin et al., 2019) set new state-of-the-art performance for tasks ranging from document classification to question answering, as well as document and image creation. T5 (Raffel et al., 2020) showed further leaps in performance across many tasks and domains. DALL-E 2 generates highly detailed images based on a textual description. ChatGPT-3 and other generative AI can produce text nearly indistinguishable from that written by a human.

Yet as these models continue to play a central role in NLP, the technical requirements to create and to use them continue to climb, putting them out of reach of many researchers who could benefit from them. Specialized technical knowledge in machine learning and neural networks, a fair bit of programming skill, and potentially expensive computer hardware are all requirements to build and use these models effectively. This is not a big ask for companies like Google, but these requirements are a bigger ask for LA researchers, and put these tools beyond the reach of many people in the field. As Learning Analytics increasingly begins to incorporate larger language datasets and models into its analyses, there is a need for NLP tools that are more widely accessible to researchers and practitioners without such high levels of technical expertise.

There is also a need for tools that satisfy important criteria other than pure predictive accuracy. There has been a rapidly growing interest in the topics of algorithmic transparency, auditability, and trustworthiness in recent years. Recent LAK and Educational Data Mining (EDM) conferences have hosted dedicated workshops (Holstein & Doroudi, 2019; Lynch et al., 2022) and the Handbook of Learning Analytics devoted a chapter to the subject (Uttamchandani & Quick, 2022). The current generation of large language models has traded interpretability and transparency for accuracy, and despite considerable efforts by NLP researchers (e.g. Rogers, Kovaleva & Rumshisky, 2020), the models remain black boxes. This tradeoff may not always be acceptable for LA researchers and practitioners.

Fortunately, there are many tools and approaches that maintain high usability and transparency, even though their on-paper accuracy metrics may not look as impressive when compared to cutting-edge NLP models. Linguistic Inquiry and Word Count (LIWC) can process large amounts of text on fairly modest computer hardware, and its predictions can be easily audited by reading the word lists associated with each of its output categories (Boyd, 2021; Pennebaker, 2022; Pennebaker et al, 2014). The TAACO family of tools (including TAALES, TASSC, etc.; Crossley et al., 2019) similarly, provide straightforward, well-documented metrics about texts and group interactions and are accessible through a simple graphical interface. Other tools provide analyses of online discourse patterns among groups of interlocutors (Dowell et al., 2019).

This workshop will focus on language-centric LA work and seeks to highlight the role of approaches that range from simpler word-count methods up through modern, state-of-the-art AI methods.
2 WORKSHOP OVERVIEW

2.1 Type of Event

This full-day workshop was held as an in-person event.

2.2 Workshop Schedule

The Psychology of Verbal Behavior
Dr. Ryan Boyd, TikTok & Obelus Institute

LIWC Introduction
Dr. James Pennebaker, The University of Texas at Austin

Dictionary-based Natural Language Processing: Top-down and Bottom-up Approaches to Understanding Psychological Dynamics
Dr. David Markowitz, University of Oregon

Teaching and Learning in the Age of AI: What are the Opportunities?
Dr. Vitomir Kovanovic, University of South Australia

Leveraging Natural Language Processing to Detect Gaming the System in Open-ended Questions in a Math Digital Learning Game
Jiayi Zhang, University of Pennsylvania

Applied Techniques in Natural Language Processing
Stefan Slater, University of Pennsylvania

NLP and the Reduction of Complexity
Henry Anderson, Elizabeth Powers, and Haein Won, The University of Texas at Arlington

3 WORKSHOP OBJECTIVES

3.1 Objectives

The broader goals of this workshop were to: 1) continue to build capacity for emerging research in NLP around trustworthy, reliable, valid approaches and tools; and 2) forge connections between future and existing NLP researchers within the LA community through the use of tools with ease-of-use.

3.2 Hosting, Sharing, and Communication

LALN will host and openly share materials via its website and resource hub. Hosting will include standard presentation artifacts (slide sets, recordings, etc.) as well as the event report at this location: https://learninganalytics.net/laln/
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ABSTRACT: Mini-Symposium with Tutorial. Analytics applied to the student record, although limited for describing individual student learning and experiences, are effective in revealing institutional systemic inequities at different levels and in different spaces. In this session we will discuss and share analytical tools developed by students, faculty, and staff engaged in the Measurement Working Group of the Sloan Equity and Inclusion in STEM Introductory Courses (SEISMIC) Collaboration. We have been engaged in establishing metrics for measuring equity and inclusion in foundational STEM courses, conducting the measurements, and identifying actionable data to promote change. Along this path of discovery, the group has established theoretically informed guidelines for framing, analyzing, and interpreting quantitative data in support of equity goals in STEM. Building on this understanding, we have focused analyses on institutional structural inequities at different scales, revealing inequities in the students’ experience in their first STEM course, at the curriculum level, and at the course level. The goal of this Mini-Symposium and Tutorial is to provide participants with these theoretical and practical tools first by presenting the methods and results of the studies and then by providing hands-on training, ultimately empowering participants to apply analyses like these to their own institutional data.

Keywords: Diversity, equity, inclusion, measurement, student success, systemic inequities.
1 ORGANIZATIONAL DETAILS

We propose to host an Interactive Mini-Symposium followed by a Tutorial. Each of these interconnected parts will be approximately two hours for a total of a half-day session.

1.1 The Mini-Symposium will consist of eight presentations:

1.1.1 An introduction to the session:
An overview of the collaboration, its history, trajectory, and positionality.

1.1.2 Integrating critical approaches into quantitative science, technology, engineering, and mathematics (STEM) equity work:
A discussion of how researchers and educational practitioners should more critically approach STEM equity analyses and why modifying our approaches matters for STEM equity goals (Pearson et al., 2022).

1.1.3 Exposing inequity: A multi-institutional analysis of systematic advantages in introductory STEM courses:
This study introduces the systemic advantage index (developed using race/ethnicity, gender, income status, and first-generation status) and shows its effectiveness in revealing grade disparities in STEM as a manifestation of systemic inequities across seven large, public, research-intensive US universities over ten years (Castle et al., 2021).

1.1.4 Cross-institutional comparison of curricular pathways to reveal minoritizing structures:
Here, we apply process analytics (see e.g. Salazar-Fernandez et al., 2021) and social network analysis (see e.g. Dawson and Hubball, 2014) to students' enrollments as analytical tools to reveal minoritizing structures. In the process we address two questions: 1) Is the analysis of students’ progression through a curriculum effective in revealing common impacts of degree structures across universities? And 2) Does student progression through the curriculum structure result in minoritization? The analysis of the curriculum as a tool for disciplinary acculturation is effective in revealing aspects of students’ transitions through education systems not captured by commonly applied course or retention analysis.

1.1.5 Exploring the role of class and college composition on performance in students’ first STEM classes:
The contributors to retention and performance in STEM-based courses are multifaceted and influenced by the presence of external recognition, classroom climate, and general confidence that students might possess as a result of their general expectations within that class. Even with an increased presence of diversity, the lack of explicit support and opportunities to nurture growth may only impede the pursuit of increased representation in the classroom.

1.1.6 A multi-institutional analysis of opportunity gaps amongst biology students across STEM courses revealing differential outcomes for undergraduate students across disciplines:
In this work we reveal the presence of opportunity gaps emerging from an educational context that hampers the opportunity for students to express their full learning potential. We show this by applying three methodologies (Denaro et al., 2022): 1: We calculate the proportion of As and Bs awarded compared to that for Cs, Ds, and Fs between two subgroups and calculate the difference between the percentage of As and Bs awarded to each group. 2: We calculate the difference between the average grade received by the two groups on a 4.0 scale. 3: We use quantile regression...
to calculate normalized regression rankscores (NRR) and then calculate the difference in NRR. Course performance should be independent of demographic characteristics; that is, the difference in academic performance between two groups of students based on demographics should be centered around zero.

1.1.7 Equity gaps associated with identities that confer systemic advantages persist into upper-division biology courses:

We assessed whether equity gaps associated with demographic factors that confer systemic advantages are present in upper-division, biomedical prerequisite courses across five public, research-intensive institutions in the US. We also examined whether grade disparities are present for transfer students and how transfer status interacts with other demographic identities. Given that such data is hierarchical (i.e., university, course, section) and the response variable (grade) is highly skewed, we used robust multilevel modeling, and compared model estimates across institutions.

1.1.8 Closing remarks and a facilitated short question and answer period:

A discussion of how researchers and educational practitioners should more critically approach STEM equity analyses and why modifying our approaches matters for STEM equity goals (Pearson et al., 2022).

1.2 The Tutorial:

The Tutorial will provide the participants with an overview of the data structures used for these analyses as well as a synthetic dataset for the application of the analytical methodologies presented during the Mini-Symposium. Following this brief overview of the data, the rest of the tutorials (approximately 25 minutes each) will focus on the methods applied in the studies presented in the first half of the session. Following the numbering above, the order will be: 1.1.3, 1.1.4, 1.1.5 and 1.1.7 combined, and 1.1.6.

2 MINI-SYMPOSIUM AND TUTORIAL OBJECTIVES AND INTENDED OUTCOMES

With this Mini-Symposium and Tutorial, we intend to provide a theoretical and practical approach to equity analysis that builds on data that is regularly collected and readily and widely available to institutions of higher education. The diffusion of these practices, by revealing the presence of systemic inequities using common data structures and analysis can provide benchmarking opportunities and shared knowledge of the effectiveness of practices adopted to remediate inequities. Importantly, this work can and should be done at scale.

Leading to the event we will develop a section of the SEISMIC Collaboration’s website containing abstracts of the papers and links to more extended resources. A Google Drive space, accessible to the participants, will contain in-depth descriptions of the data structures used in the analysis and the methodologies applied. Code for the analyses used during the tutorials will be available via a public GitHub site.

Communication with the participants, before and after the event will be supported by a SEISMIC mailing list as well as website updates.
Participants will be encouraged to share results of the analyses based on data from their home institutions to contribute to our understanding of the pervasiveness of inequities in STEM education. Participants will also be encouraged to share case studies of impactful interventions that mitigated or removed systemic inequalities in the education system.

3 PLANNED MECHANISM(S) FOR COMMUNICATING INFORMATION AND RESOURCES

The event will be promoted through the SEISMIC Collaboration as well as other professional and academic networks such as the SolAR Newsletter, Unizin, discipline-based education research (DBER) professional societies, etc. Links to an event website and a GitHub repository will be provided in the announcement.

The website and GitHub repository will be one source of information. A Google Drive space, restricted to the event’s participants, will make available descriptions of data and methodologies applied in the papers that will be presented at the Mini-Symposium. The Drive space and mailing list will provide support for communication and information sharing after the event.
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ABSTRACT: Game data provide a rich source of information about learner interaction that can be used to understand learners, teaching and design. During this full-day workshop we will onboard new researchers (with or without programming experience) into an existing collection of datasets from a variety of games, analysis infrastructure, and code samples. The results will be a new community of researchers that have the access, tools and vision to participate in game data learning analytics in the near future.
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1 BACKGROUND

Games are extremely popular learning tools, therefore improvements to how they are theorized, designed and used will have widespread effects. A 2020 national survey of teachers conducted by Project Tomorrow reported that 50% of teachers in the United States use games weekly, up 7% from a corresponding 2019 study and 20% from a 2012 study (Evans, 2020). A similar study (Takeuchi & Vaala, 2014) reports that 55% of teachers claim to use games at least weekly in their instruction. While the surveys above hold a loose definition of games, here we use “game” to describe a family of interactive digital media that includes video games, virtual worlds, multi-user virtual environments (MUVEs), virtual laboratories, educational simulations, interactive narratives, and virtual reality experiences.

In addition to being popular, games are unique in their ability to facilitate and instrument complex learning behavior. Each game defines a unique set of player verbs, or actions that take place within a specific context and toward a goal. Players’ “chat” with other players or non-player characters can be captured in context of their other activities. Combined with frameworks such as evidence-centered design (Mislevy & Haertel, 2007) or quantitative ethnography (Shaffer, 2017) these design elements can be used to instrument human thinking in the context of problem solving. Each action within the game, or interaction with other learners, provides evidence for understanding the individual’s thinking, skills, attitudes, and decision-making process. Signals such as gaze, gesture, and facial expression can be captured and synchronized with their actions. Together, these data provide a fine-grained, millisecond scale of measurement that can be scaled to large numbers of learners.

1.1 Challenge

Unfortunately, the application of learning analytics to the data that games provide has significant challenges and barriers. While the data captured is rich with context and evidence for thinking, it is inherently complex in structure. Worse yet, games are a wildly varied medium meaning and analysis from one game genre may have little use to another game or another genre.
Research with game data also suffers from a tight coupling of game production and research teams. This means that most potential learning science or analytics researchers simply don’t have access to datasets until their team was also the designer of the game. This is compounded by the fact that games are expensive to produce, requiring teams with capacities in a number of technical and artistic domains such as illustration, modeling, animation, engineering, writing, mechanics design, UI design, and sound design. For researchers that are able to develop their own game content, significant expense and expertise are required to develop the infrastructure to capture, transfer, store, analyze and visualize game data. Often this infrastructure is developed in an ad hoc manner for a specific research agenda and not utilized across projects. Popular analytics tools such as game analytics and google analytics are optimized for sales and are not sufficient for exploring learning.

From a scientific standpoint, these issues lead to a lack of repeatability in studies that utilize game data. As the datasets are often unavailable and the algorithms used to explore and visualize these data were created in house and not easily shared, individual research products are nearly impossible to critique and repeat. While projects such as ADAGE (Stenerson et al., 2014) and TERC’s Data Arcade (Rowe et al., 2017) attempt to solve some of these problems, no systems currently exist that allow for open distribution of game datasets and analysis methods that enable study replication or secondary analysis generally. The final result is that a very small number of institutions and a very small number of researchers are able to participate in research with game data.

1.2 Connections to the LAK Community

Despite these challenges, there has been consistent, significant interest in games from the LAK community. LAK 2021 included a workshop on the design of game-based learning analytics for classroom use (Kim et al, 2021). Additionally, submissions have explored the use of in-game, clickstream data (Liu, 2022) and peripheral, game-surrounding data (Carpenter et al, 2021; Park et al, 2021). This workshop builds on the growing interest in game-based analytics and brings together researchers to share tools and provide new opportunities for collaboration.

1.3 Objectives

During the proposed workshop, participants will learn about the significant promise of using game data to improve the design of learning experiences, to serve educators using games and to support students in new ways.

2 ORGANIZATIONAL DETAILS

This workshop will take place over a full-day interactive session with a mix of presentation, discussion, lab time and focus group sessions.

2.1 Schedule

<table>
<thead>
<tr>
<th>Timing</th>
<th>Activities</th>
<th>Leader</th>
</tr>
</thead>
<tbody>
<tr>
<td>30 min</td>
<td>Introductions and Goals</td>
<td>ALL</td>
</tr>
<tr>
<td>30 min</td>
<td>Intro to Game Data</td>
<td>BLINDED</td>
</tr>
<tr>
<td>45 min</td>
<td>Discussion: Develop a potential game data research question</td>
<td>BLINDED</td>
</tr>
</tbody>
</table>
30 min  Demo: Game data analysis for research, teaching and design  BLINDED
15 min  Break  BLINDED
60 min  Lab Time: Visualizing Data  BLINDED
60 min  Lunch Break  BLINDED
30 min  Introduction to Data Collection & Feature Creation Pipeline  BLINDED
45 min  Lab Time: New Feature Engineering  BLINDED
60 min  Focus Group: What infrastructure would support your research?  BLINDED
15 min  Discussion: Closing & Next Steps  BLINDED

2.2 Recruitment and Selection

We plan on recruiting participants to this workshop using a mix of social media from the proposers’ significant audience and through posts to existing game learning analytics adjacent community channels such as the Learning Engineering Google Group, IDGA and CHI Play discord servers.

Optimal participants will come from institutions that do not have existing game research studios but do have support in learning analytics and data science. We will be looking to have significant representation from international and traditionally underserved populations.

3 Intended Outcomes

This workshop begins work in expanding the audience of researchers that are able to participate in game data analytics, supported by significant investments by the National Science Foundation and the Learning Agency to develop new game data research infrastructure. The high-level objective of this workshop is that a community of new researchers would submit new original research using game data at LAK 2024.

Goals exist for two audiences. The first audience are early career researchers and graduate students who have familiarity with basic learning analytics methods but have rudimentary programming skills. This audience is likely served by the recent influx of tools such as Rapidminer, Tablou, Google Data Studio, and Google Colab that have enabled new audiences to ingest and filter datasets, train and evaluate models, and develop visualizations with very little to no programming. For this audience the workshop will provide insights into the use of game data and access to raw and feature engineered datasets from a collection of studios. The second audience are researchers that are also proficient in data science-related software development. For this audience, we will not only provide new datasets but also tools, samples and workshop time to perform their own feature engineering of the existing datasets, expanding the range of how these datasets can be used for new research. For both audiences a key objective is to form a new community of LAK researchers that are interested in game data for learning analytics, inviting these new members into an existing multi institutional community that has been incubating over recent years.

A final objective is to solicit user feedback from early career researchers interested in game data that will inform the development of funded research infrastructure development and the organization of a new research coordinating community.
4 **INFRASTRUCTURE**

Open Game Data is a repository of event and feature data from over a dozen educational games. Its infrastructure unifies event stream logging and feature engineering. Game events include player actions, game feedback, and player progression, in line with Owen & Baker’s recommendations (2020). Feature engineering is handled with small code modules to ensure repeatability and easy modifiability. The workshop will utilize a subset of the data to introduce participants to potential applications through Binder. External to the workshop, participants will be able to obtain additional datasets from the Open Game Data website and create their own features using the open source Github repository.
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**ABSTRACT**: Collaboration is central to learning. However, analytic methods applied to analysis of small group collaboration are still in research stages and have yet to have significant impact in supporting students and educators in the classroom. In addition, collaboration analytics methods have been developed across a wide range of field, focusing on different aspects of group interaction, and cognitive, social, and affective states. This half-day interactive workshop brings together a diverse group of researchers who are working with student collaboration data and developing collaborative analytics. Workshop participants will share their methodologies as well as learn about other approaches that may come from different perspectives of collaborative analytics. In a series of guided discussions and interactive sessions, participants will work with their own and others’ sets of data to try different approaches to analyzing student collaborative work.

**Keywords**: Collaboration Analytics, Collaborative Problem Solving (CPS), Computer Supported Cooperative Learning (CSCL), Multimodal analytics, Skill frameworks, Team Science.

1 INTRODUCTION

Learning is inherently collaborative and social (e.g., Bransford et al., 2000; Vygotsky, 1978). As preparation for careers, graduates will be expected to work closely with others (Levy & Murmane, 2005). Indeed, 94 percent of employers surveyed as part of the MetLife Survey of the American Teacher characterized working in teams as either “very important” or “absolutely essential” (Markow & Pieters, 2011). The need for developing collaboration skills has also been reflected in national and international educational standards for math and science (NGA, 2010; NGSS, 2013) as well as in standards and frameworks for developing skills for the 21st century workforce (Griffin, McGaw & Care, 2012; OECD 2015). A common theme across these standards emphasize engaging students in collaborative knowledge-building and problem solving to develop disciplinary ideas and reasoning through a range of activities and types of tasks.

Despite this increased emphasis on incorporating collaborative learning throughout the curriculum, techniques for teaching, assessing, and providing feedback are not widely implemented in classrooms or well embedded within curricula. This is largely due to the fact that it can be
challenging for a teacher to orchestrate rich collaborative learning activities in the classroom and monitor and support teams of students all interacting simultaneously in real-time. Thus, there remain large opportunities in developing theories and methods of collaboration analytics that can be turned into effective tools and techniques to support students and teachers.

Learning analytics applied to student interaction data provide a means to instrument, measure, and understand the rich collaborative experiences that can unfold in educational settings. Methods for measuring collaborative learning have been researched, developed, and implemented across different disciplines using varied theoretical and methodological perspectives. These include:

- **Skills frameworks**, such as the internationally recognized PISA (OECD, 2015) and ATC21s (Griffin, Care & McGaw, 2012), provide detailed descriptions of human-human collaborative problem-solving skills and links to concrete indicators of behaviors related to those skills.
- **Computer Supported Cooperative Learning (CSCL)** has worked to understand how individuals learn in groups, how groups of learners construct shared knowledge, and how technology interacts with that learning (e.g., Dillenbourg, 1999; Puntambekar, Erkens & Hmelo-Silver, 2011; Wise & Jung, 2019).
- **Conversational agent and Natural Language Understanding** research has analyzed student discourse to mine the rich linguistic content generated by students and incorporated frameworks such as “academically productive talk”, APT (Michaels & O’Conner, Kumar & Rosé, 2010) which examines discourse moves to support and facilitate collaborative conversations where students share and build on each other’s ideas.
- **Team Science** has emphasized measuring real-time constructs of individual and team cognition and the dynamics of change over situations (e.g., Cooke et al., 2013; Gorman et al., 2020) and team communication frameworks have focused on ways to measure communication style (e.g., Foltz & Martin, 2008) to address both team cognition and peer mentoring theory that show that how teams communicate can impact their functioning more than how much they communicate (e.g., Marlow, Lacerenza, & Salas, 2017).
- **Distributed cognition** views cognition as processes that go beyond any individual’s mind and incorporates other individuals and artifacts of the work environment to examine them as an interacting whole system (e.g., Hutchins, 1995; Wright et al., 2000).
- **Multimodal, multiparty methods** have focused on characterizing the rich sources of information from modalities such as gesture, body movement, eye-gaze, paralinguistics, body movement and linked these markers to social/cognitive/affective states related to collaborative performance (e.g., Praharaj et al., 2019).

Each perspective provides valid, yet slightly different analytic-based windows that elucidate our understanding of collaboration as whole. However, research efforts seldom incorporate more than one perspective or technical approach. The workshop is designed to bring together researchers from different perspectives to discuss their approaches as well as work interactively and hands-on with shared data sets.
2 WORKSHOP OBJECTIVES AND INTENDED OUTCOMES

2.1 Objectives

The objectives of the workshop are to bring together a diverse group of researchers who are developing collaborative analytics and to share their methodology and illustrate techniques on their own data. It is expected that the workshop will help the LAK community by improving researchers’ measures of collaborative skills, generate generalizable insights around techniques for assessing collaboration, and improve the linking of analytic methods to theories of cognitive performance, pedagogy, and social/affective functioning of individuals and groups, and teams.

2.2 Dissemination of outcomes

The outcomes of the conference workshop will be a set of short position papers which outline each researcher’s perspective on collaboration analytics, theoretical background, analytic techniques applied, and tasks and contexts to which the analytics is applied. The organizers will compile the position papers along with a larger summary document that outlines the full space of collaboration analytics. These papers will be made available through the workshop organizer’s webpage at: https://sites.google.com/colorado.edu/collaborativeanalytics/home. Information and methods developed from the workshop will further be made available through the different participating collaborative analytic communities (e.g., LAK, Team science, CSCL, CPS, NLU).
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ABSTRACT: This half-day interactive workshop focuses on participatory design of future learning experiments that could be embedded within emerging digital learning platforms that are guided by the Standards of Excellence in Education Research (SEER) principles published by the U.S. Department of Education, Institute of Education Sciences (IES). Researchers, including students, practitioners, policy makers, and others attending the workshop, will learn about the SEER principles and opportunities to conduct platform-based learning research on six widely used digital learning platforms before getting the opportunity to participate in co-design activities with representatives/developers of the platform of their choice.

Keywords: participatory design, co-design, digital learning platforms, SEER principles, experiments, A/B tests

1 INTRODUCTION

This half-day workshop introduces a suite of emerging digital learning platforms for conducting learning and education research, unified by the ideals of SEER principles (Standards for Excellence in Education Research) (U.S. Department of Education, 2022). With coordination by Digital Promise and Empirical Education, this network of platforms seeks to connect developers, researchers, and...
educators to share ideas, build knowledge, and strengthen dissemination. Six digital learning platforms will be represented at the workshop: E-Trials (Heffernan & Heffernan, 2014), UpGrade/MATHia (Ritter et al., 2020), Terracotta, OpenStax Kinetic, Arizona State University (ASU): Learning @ Scale, and Behavioral Intervention Research Infrastructure (BIRI)/Realizeit.

Following introductions, workshop participants will closely collaborate with the attending digital learning platform developers to brainstorm and co-design future platform-embedded experiments that could be deployed within these systems. The workshop will build awareness and knowledge of the digital learning platforms’ efforts to drive collaborative, platform-based learning research, the SEER principles, as well as cultivate potential future collaborations and partnerships between learning analytics/science researchers and the developers of widely used digital platforms for learning. At the conclusion of the workshop, the findings will be synthesized and disseminated broadly in the form of a short paper and a series of blog posts from each of the learning platforms that are represented at the workshop. Moreover, the workshop organizers will create a Slack workspace for continuing conversation and connecting researchers and other LAK community members with each of the participating digital platforms. Discussion at the workshop (e.g., during the Read Out and closing) and subsequent Slack channel conversations will focus on next-steps to continue cultivating partnerships and collaborations between researchers and digital learning platforms.

2 DIGITAL LEARNING PLATFORMS

- E-Trials (https://www.etrialstestbed.org/)
- UpGrade/MATHia (https://www.upgradeplatform.org/)
- TerraCotta (https://www.terracotta.education/)
- Kinetic/OpenStax (https://openstax.org/kinetic)
- ASU: Learning @ Scale (https://learningatscale.asu.edu/)
- Behavioral Intervention Research Infrastructure/Realizeit (https://biri-research.org/)

3 WORKSHOP ACTIVITIES

Session #1: Introduction to SEER Principles

- Introduction to the workshop
- Introduction to the SEER principles
- Discussion of the SEER principles

Session #2: Introduction to Digital Learning Platforms

- E-Trials
- UpGrade/MATHia
• TerraCotta

• Kinetic/OpenStax

• ASU: Learning @ Scale

• Behavioral Intervention Research Infrastructure/Realizeit

• Introduction to participatory co-design activity

Session #3: Co-Design Activity

• Breakout groups focus on each digital learning platform; participants choose the platform they’d like to work with and propose platform-based research/experiments that may be appropriate for the platform.

• Groups elect a “reporter” to participate in the “read out” session.

Session #4 Read Out & Closing

• Read Out: Groups report out on the results of the co-design activity.

• Closing: Opportunities for future collaboration, next-steps, etc., are discussed.
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ABSTRACT: The first two editions of the Workshop on Learning Analytics and Assessment were successfully organized at LAK21 and LAK22 conferences, resulting in multiple post-workshop collaborations and a special issue in a journal. In this workshop, we intend to address some of the key open challenges in learning analytics that are related to use of learning analytics in formative and summative assessment; measurement of learning progression; reliability and validity of data collection and analysis; and assurance of assessment trustworthiness. An open call for contributions will be distributed to solicit brief descriptions of current research and practice projects for roundtable-style discussions with workshop participants. Expected outcomes are the formation of a community of practice and possible follow-up publications.

Keywords: assessment, learning analytics, educational measurement

1 BACKGROUND

The field of learning analytics aims to harness the potential of digital traces of user interaction with technology. Through the analysis of digital traces, learning analytics seeks to advance understanding and support learning processes, and improve environments in which learning occurs. Many promising results in learning analytics have promoted vibrant research and development activities, and attracted much attention from policy and decision makers. To date, learning analytics demonstrated very promising results in several areas such as prediction and description of learning outcomes and processes (e.g., Baker et al., 2015; Gardner & Brooks, 2018; Greene et al., 2019), analysis of learning strategies and 21st century skills (e.g., Jovanović et al., 2017; Matcha et al., 2019), adaptive learner
support and personalized feedback at scale (e.g., McNamara et al., 2012; Molenaar et al., 2012), and frameworks for ethics, privacy protection, and adoption (e.g., Tsai et al., 2018).

1.1 Challenge

Regardless of many promising results, the field still needs to address some critical challenges, including those at the intersection between learning analytics and assessment. For example, how can learning analytics be used to monitor learning progress? How can learning analytics inform formative and summative assessment as learning unfolds? In which ways can validity and reliability of data collection and analysis in learning analytics be improved? These challenges are of high significance in contemporary society that more and more requires development and use of complex skill sets (Greiff et al., 2017). Therefore, learning and assessment experience are closely associated. A growing body of research in educational data mining has been done on developing techniques that can support intelligent tutoring systems with the mechanisms for skill development (Corbett & Anderson, 1994; Desmarais & Baker, 2012). Yet, there is limited research that looks at how data collected and methods applied in learning analytics can be used and possibly constitute a formative or summative assessment. Moreover, can such data and methods satisfy requirements for assessments articulated in psychometric properties, methodological models, and different types of validity and reliability?

The role of learning analytics in analysis of assessment trustworthiness is another open research challenge. This has particularly been emphasized during the COVID19 pandemic with the emergency transition to distance and online education that also required different approaches to assessment that go beyond proctored exams. Several studies proposed the use of data analytic methods for detection of potential academic dishonesty and cheating behaviors. Although some interesting insights areported and a strong potential to detect suspicious behaviors is demonstrated, there are many open challenges related to technical, ethical, privacy, practical, and policy issues of the development, implementation, and use of such data analytic methods.

1.2 Prior Accomplishments of LAK Assess

The first two editions of the Workshop on Learning Analytics and Assessment were successfully organized at LAK21 and LAK22 conferences. At each workshop, we gathered around 30 leading scholars from dynamically emerging fields of learning analytics and assessment. Following the very productive interaction among the workshop participants, this initiative has resulted in multiple post-workshop collaborations and a special issue on Learning Analytics and Assessment in the British Journal of Educational Technology (BJET). To take advantage of this momentum and continue productive discussions on this important and emerging research topic, we propose a third edition of the workshop.

1.3 Objectives

The main objective of this workshop will be to continue promoting research and practice that looks at the intersection of learning analytics and assessment. We will examine approaches that build upon established principles in educational assessment to improve reliability, validity, usefulness of data collection and analysis in learning analytics. In the workshop, we will also look into the ways how
learning analytics can contribute to the future developments in assessment for summative and formative purposes. In addition, we will examine practices for the use of learning analytics to assure assessment trustworthiness, with particular attention to the socio-technical nature of potential challenges. The workshop will also be an opportunity to further frame and shape special issues as important products for the connections between LA and assessment.

2 ORGANISATIONAL DETAILS

2.1 Proposed Half-Day Workshop Schedule

<table>
<thead>
<tr>
<th>Timing</th>
<th>Description</th>
<th>Contributors</th>
</tr>
</thead>
<tbody>
<tr>
<td>5 minutes</td>
<td>Welcome, introductions and plan for today</td>
<td>Organizers</td>
</tr>
<tr>
<td>5 minutes</td>
<td>In Memoriam - Dr. Saeed Ul-Hassan</td>
<td>Organizers</td>
</tr>
<tr>
<td>20 minutes</td>
<td>Learning analytics for assessment of self-regulated learning 7 minutes per presentation + 3 minutes for Q&amp;A per presentations</td>
<td>Presenters 1 &amp; 2</td>
</tr>
<tr>
<td>25 minutes</td>
<td>Assessment of self-regulated learning - roundtable</td>
<td>Participants</td>
</tr>
<tr>
<td>20 minutes</td>
<td>Analytics for formative assessment of writing</td>
<td>Presenters 3 &amp; 4</td>
</tr>
<tr>
<td>25 minutes</td>
<td>Formative assessment of writing - roundtable</td>
<td>Participants</td>
</tr>
<tr>
<td>30 minutes</td>
<td><strong>Morning Tea</strong></td>
<td></td>
</tr>
<tr>
<td>30 minutes</td>
<td>Learning analytics for assessment in games 20 minutes for presentation + 10 minutes for Q&amp;A</td>
<td>Keynote</td>
</tr>
<tr>
<td>20 minutes</td>
<td>Analytics of assessment 7 minutes per presentation + 3 minutes for Q&amp;A per presentations</td>
<td>Presenters 5 &amp; 6</td>
</tr>
<tr>
<td>25 minutes</td>
<td>Analytics of assessment - roundtable</td>
<td>Participants</td>
</tr>
<tr>
<td>5 minutes</td>
<td>Next steps and close</td>
<td>Organizers</td>
</tr>
</tbody>
</table>

2.2 Other details

The event will be an open workshop. All attendees will have the opportunity to give a short presentation on either a theory and/or work in progress, should they wish to, as detailed in the schedule above. Abstract submissions of 250 words for these short presentations will be handled via the workshop’s website. The submission timeline will follow the timeline suggested by the conference organizers, that is, call for participation 1st November 2022, deadline for abstract submissions 16th December 2022, and notification of acceptance 13th January 2023. We anticipate a registration of up to 30 participants. #LAKAssess hashtag will be used when referencing this event on social media.

3 OBJECTIVES/INTENDED OUTCOMES

The workshop will provide a space for both capacity building and connection, and it is hoped that the event will support further development of a community of practice. The outcomes of the event will be housed on the Google Site. A possible follow-up publications and/or research project proposals will be organized.
4 WEBSITE STRUCTURE AND CONTENT

The Google website will: 1. support pre-workshop data gathering and planning materials; 2. act as a collection point for materials, group interactions and archive for the workshop; and, 3. support ongoing dissemination and group activities. It is the aim that the workshop is ongoing, in which case the website will be an ongoing hub for year to year activities and building field memory. The structure of the website is based on theory informing the research cycle, at three stages: design, method, interpretation. Each of these stages will be a section of the website. The website will include: About, Background literature, Workshop materials, Working areas: Design, Method, Interpretation. Over time, as work develops and builds, additional resources will be provided to support ongoing development.
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ABSTRACT: There is a growing community of researchers at the intersection of data mining, AI and computing education research. The objective of the CSEDM workshop is to facilitate a discussion among this research community, with a focus on how data mining can be uniquely applied in computing education research. For example, what new techniques are needed to analyze program code and CS log data? How do results from CS education inform our analysis of this data? The workshop is meant to be an interdisciplinary event at the intersection of EDM and Computing Education Research. Researchers, faculty and students are encouraged to share their AI- and data-driven approaches, methodologies and experiences where data is transforming the way students learn Computer Science (CS) skills. This full-day workshop will feature paper presentations and discussions to promote collaboration.

Keywords: Computer Science Education, Educational Data Mining, AI in Education, Learning Analytics.

1 Workshop Goals

Computing is an increasingly fundamental skill for students across disciplines. It enables them to solve complex, real and challenging problems and make a positive impact in the world. Yet, the field of computing education is still facing a range of problems from high failure and attrition rates, to challenges training and recruiting teachers, to the under-representation of women and students of color.

Advanced learning technologies, which use data and AI to improve student learning outcomes, have the potential to address these problems. However, the domain of CS education presents novel challenges for applying these techniques. CS presents domain-specific challenges, such as helping students effectively use tools like compilers and debuggers, and supporting complex, open-ended problems with many possible solutions (Hsiao et al., 2010; Akram et al. 2020; Sarsa et al., 2022). CS also presents unique opportunities for developing learning technologies, such as abundant and rich log data, including code traces that capture each detail of how students' solutions evolved over time (Shi et al., 2022; Mao et al., 2021). It also provides opportunities for learning analytics researchers to analyze student learning more effectively (Mangaroska et al., 2020; Somyürek et al., 2020).

These domain-specific challenge and opportunities suggest the need for a specialized community of researchers, working at the intersection of AI, data-mining and computing education research. The goal of this 7th Educational Data Mining for Computer Science Education (CSEDM) is to bring this
community together to share insights for how to support and understand learning in the domain of CS using data. This field is nascent but growing, with research in computing education increasingly using data analysis approaches, and researchers in the EDM and LAK community increasingly studying CS datasets. This workshop will help these researchers learn from each other, and develop the growing sub-field of CSEDM.


Each were fruitful and well-attended. Our past in-person workshops have been well attended, and our virtual events have had over 100 people registered and over 70 simultaneous attendees! The last proceedings were published in Zenodo.

We hope to keep our momentum with a 7th CSEDM Workshop, returning to LAK in 2023.

1.1 Relevant Topics

The workshop encourages contributions from the following topics of interest:

- Predictive and descriptive modelling for CS courses
- Adaptation and personalization within CS learning environments
- Intelligent support for collaborative CS problem solving
- Machine learning approaches to analyze massive CS datasets and courses
- Online learning environments for CS: implementation, design and best practices
- Multimodal learning analytics and combination of student data sources in CS Education
- Affective, self-regulation, and motivational modeling of students as related to CS learning
- Adaptive feedback and adaptive testing for CS learning
- Discourse and dialogue research related to classroom, online, collaborative, or one-on-one learning of CS
- Teaching approaches using AI tools
- Visual Learning Analytics and Dashboards for CS
- Network Analysis for programming learning environments
- Classification of student program code
- Natural Language Processing for CS forums and discussions
- Analysis of programming design and trajectory paths
- Recommender systems and in-course recommendations for CS learning
- Adaptive educational technology and CS pedagogy for non-majors

We will invite researchers who are interested in further exploring, contributing, collaborating and developing data- and AI-driven techniques for building educational tools for Computer Science to submit paper on any of these topics.

2 Workshop Organization

The workshop will be organized by a team of organizers and program committees with a history of CSEDM research.
3 CALL FOR PARTICIPATION

We will solicit three types of research contributions:

- **4-8 page Research Papers**: Original, unpublished work, addressing any of the topics of interest above.
- **4-6 page position Papers**: Papers that present a coherent discussions related to computer science educational data mining including but not limited to diversity and equity, future research and practice directions, and impacts on CS education.
- **2 page Descriptions of CS Tools/Datasets/Infrastructure (2 pages)**: Descriptions of shareable Computer Science (CS) datasets; Descriptions of data mining / analytics approaches applied to specifically Computer Science datasets; Case studies of collaboration where reproducible practices were used to integrate or compose two or more data analysis tools from different teams; Descriptions of infrastructures that could collect and integrate data from multiple learning tools (e.g. forum posts, LMS activity and programming data).

4 WORKSHOP ACTIVITIES

The workshop will be a full day workshop. It will primarily consist of paper presentations, discussions to facilitate collaboration. Interactive sessions include multiple parallel, short presentations, where participants can float around to the presentations they are interested in, similar to a poster session. (See Section 5 for details on remote attendees). A tentative schedule is available on the workshop website when available.

5 PLANS FOR SUPPORTING REMOTE ATTENDEES

We propose a hybrid format, where participants, including presenters, can participate remotely as needed. If the conference is held fully online, we can switch to an online format, as we did in CSED4M 2022. We will take the following steps to support remote attendees:

- The workshop will occur concurrently on Zoom (or another online platform) and in-person.
- All presenters will join the Zoom meeting and share their screen while presenting, giving remote attendees full access to presentations. If possible, we will integrate microphones into the Zoom meeting as well.
- For remote presenters, we will project the Zoom meeting to the in-person participants, so they can see it presented live, and then hold a live Q&A over Zoom.
- For interactive presentations, we will ask all presenters to bring computers and share their while presenting, so that remote attendees can join via Zoom breakout rooms. Remote presenters will be remote-only, and present their work in Zoom breakout rooms.
6 Solicitation Plan

Building on our growing network of contributors to prior workshops, we intend to solicit participation on the workshop through the following mailing lists and research networks:

- ACM’s Special Interest Group on Computer Science Education (SIGCSE)
- Computer Science Education (CSED) research list (from the ICER community)
- European Association of Technology-Enhanced Learning (EATEL) community
- User Modeling (UM) mailing list
- Asia-Pacific Society for Computers in Education (APSCE) community
- PSLC community list
- Relevant EU project consortia
- The International Educational Data Mining Society
- The Society for Learning Analytics Research (SoLAR)

We will also reach out to prior contributors to CSEDM Workshops to solicit additional submissions.

7 References


Partnerships for Cocreating Educational Content

Steven Moore¹, Anjali Singh², Hassan Khosravi³, Paul Denny⁴, Chris Brooks², John Stamper¹
Carnegie Mellon University¹, University of Michigan², University of Queensland³, University of Auckland⁴
StevenJamesMoore@gmail.com

ABSTRACT: We propose the first annual workshop on Partnerships for Cocreating Educational Content. This in-person workshop explores ample opportunities in leveraging humans, AI, and learning analytics to generate content, particularly appealing to instructors, researchers, learning engineers, and many other roles. The process of humans and AI cocreating educational content involves many stakeholders (students, instructors, researchers, instructional designers, etc.), thus multiple viewpoints can help to inform what future generated content might be useful, new and better ways to assess the quality of such content and to spark potential collaborative efforts between attendees. We ultimately want to show how everyone can leverage recent advancements in learnersourcing, AI, and learning analytics, and engage all participants in shaping the landscape of challenges and opportunities in this space. Our hope is to attract attendees interested in scaling the generation of instructional and assessment content and those interested in online learning platforms.
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1 BACKGROUND

Globally, as educational delivery continues to transition towards online platforms hastened by the COVID-19 pandemic, the need for scalable and effective assessments has emerged as a pressing issue for instructors and educators. Amid many other logistical issues that arise from emergency online education (Hodges et al., 2020), instructors often find themselves having to generate large banks of resources such as practice and assessment questions to accommodate this new learning format. The continual creation and improvement of assessment items allows for a greater breadth of topic coverage, helps to identify well-constructed and valid assessments, and as a result, enables improved learning analytics. However, instructors and teaching staff rarely have the time or incentive to develop quality questions for formative assessments that are often used for personalization and adaptive learning; instead their efforts are often focused on creating high-stakes assessments such as quiz or exam questions (Jones, 2019). This challenge motivates the need for supporting the efforts of educational content creation via partnerships that involve pairings of instructors, students, and AI.

Partnerships for cocreating educational content often involve four distinct and iterative phases: creation, evaluation, utilization, and instructor/expert oversight. A popular student-student and student-instructor partnership that is widely becoming adopted and involves all of these phases is learnersourcing. Learnersourcing involves students generating their own educational resources and content that can be leveraged by future learners (Khosravi et al., 2021). This offers a domain agnostic way to help scale the creation of high-quality assessments, while also helping students learn the course content. Learning analytics plays a key role in this process by providing insight into how we might effectively leverage students to create educational content. This can include optimally selecting
students to create questions that target topics where those students have demonstrated expertise, as well as recommending student-generated content on specific topics to learners who are struggling with those topics.

Partnerships between student-AI and instructor-AI also present ample opportunity in terms of content creation and evaluation (Singh et al., 2022). Advances in natural language processing and generative models provide space for AI to play a fundamental role in the co-creation of content with humans or to assist with the automated evaluation of its quality. The quality evaluation of this content can be further supported by learning analytics related to how students perform on these human-AI cocreated questions, compared to traditional assessments. For instance, one newly emerging area where human oversight may be needed in the educational content creation space is with the use of generative language models. (Sarsa et al., 2022) propose the idea of robosourcing, where content generated by large language models can be used as a starting point for students to accelerate the educational content creation process. Related work has also leveraged natural language processing (Moore et al., 2020), trust-based networks (Darvishi et al., 2021), and deep learning methods (Ni et al., 2022) to assist students in the evaluation of both student- and AI-generated content. While human input remains critical in this creation and evaluation process, more work needs to look at using artificial intelligence to further support students and instructors as they create educational content.

2 CALL FOR SUBMISSION

While no submission is required to participate in the workshop, we encourage 2 page submissions of work-in-progress or position papers that are related to partnerships for co-creating educational content. Some related challenges are highlighted in Figure 1. When it comes to the evaluation process of having students or AI review and revise other student-generated questions, there is a challenge regarding how we can assist students in optimally acting on the provided feedback. How to best incorporate student evaluation of the materials into the learning process, such as through learner models used to power learning analytics, remains an open problem (Abdi et al., 2020). While research indicates the learning benefits of students generating questions, oftentimes the quality of student-generated questions requires improvement. Recent work demonstrated that MCQs authored by academics performed as well as those authored by academics, but further work remains to investigate how we might leverage AI to assist students in making consistently high-quality learnersourced contributions (Huang et al., 2021).

Among these challenges with humans and AI cocreating educational content lie many opportunities to explore ways of making it more accessible and beneficial to student learning. A clear opportunity regarding the creation of student-generated content is the different ways we can encourage students to make high-quality contributions, such as leveraging self regulated learning interventions (Lahza et al., 2022). While much of the existing research around students and AI creating educational content involves the creation of multiple-choice questions, there are limitless activity types that can be created and evaluated using a plethora of techniques. For instance, students could work in conjunction with a large language model, like GPT-3, to develop and refine assessment questions or explanations of learning content (Sarsa et al., 2022, Moore et al., 2022). This can help them quickly improve the content they generate, while also engaging them in critical thinking as they review the model’s suggestions, such as recommended distractors. On the one hand, the increasing automation supported by such models may suggest less need for human input, but there is a need for caution. In
their review of the opportunities and risks offered by foundation models, Bommasani et al. explicitly warn against the removal of teachers from such a loop (Moore et al., 2021). Large language models are trained on broad data produced by humans, and thus are known to suffer from biases similar to humans. Using automatically generated content without human oversight for educational content generation runs the risk of perpetuating some of these biases. We see a human-in-the-loop approach, involving both students and instructors, as essential for moderating biases and improving and tailoring the performance of the underlying generative models for suitability in learnersourcing contexts.

Figure 1: Challenges and opportunities relating to the four key aspects involved in the creation of educational content involving students, instructors, and AI.

3 WORKSHOP STRUCTURE

The workshop will run as an interactive half-day session with mini-presentations and round-table discussions on the theme. The provisional schedule is given below:

- **Introductions**: Introductions of workshop organizers and participants, and a background to the focus of the workshop.
- **Short Presentations**: Authors of accepted submissions present their work which would be followed by a Q&A session
- **Round-table discussion**: Participants will move around specific topics of interest related to various types of partnerships for creating educational content including partnerships between: student-student, student-AI, student-instructor, and instructor-AI.
- **Open discussion**: An open discussion will be facilitated among all participants summarizing activities from the round table discussions and building consensus using the co-creation of shared notes and resources.
- **Concluding remarks and community engagement**: Closing remarks on the workshop will be made with future steps. In addition, a Slack channel has been created to keep the participants involved and promote collaboration between attendees.

4 OUTCOMES

The main goal of this workshop is to explore how partnerships between students, instructors, and AI can be leveraged for creating educational content and how learning analytics informs these
interactions. We believe participants from a wide range of backgrounds and prior knowledge on learnersourcing, machine learning, and learning analytics can both benefit and contribute to this workshop. As this creation of educational content involves many stakeholders (students, instructors, researchers, instructional designers, etc.), multiple viewpoints can help to inform what future student- and AI-generated educational content might be useful, new and better ways to assess the quality of the content, and spark potential collaboration efforts between attendees. The accepted submissions will be published as part of a CEUR proceedings.
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ABSTRACT: As the field of learning analytics has matured over the past decade, the demand for individuals with the necessary knowledge and skills to investigate and improve learning experiences and outcomes has increased dramatically. Over the past few years, universities have launched a number of graduate programs that aspire to fill the training gap for researchers and practitioners alike with additional institutions currently in the development process. To date, there have been few broad discussions of competencies, curriculum, and instructional approaches for teaching learning analytics and this session will bring together existing graduate programs to discuss key elements that can improve current efforts and provide guidance for institutions that plan to develop degrees and certificates. The goal of this workshop is to identify common and divergent program elements, successes and challenges, effective and ineffective strategies and approaches, and commit to the sharing of curricular resources for existing and future programs.
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1 BACKGROUND

The growth of digital learning and maturation of the field of learning analytics has led to the increased demand for individuals and teams with the necessary knowledge and skills in data science methods and cyberinfrastructure, and competence and experience with educational data, research, and practice. Until recently, there have been few universities with learning analytics programs to fill the training gap for researchers and practitioners alike. In a recent contribution, Kizilcec & Davis (in press) found that there is no standard learning analytics curriculum and that “while most programs emphasized data literacy and an awareness of common analytic methods and systems as part of their learning goals, there was no common set of topics covered across all programs.” While there have been some broader discussions of competencies, curriculum, and instructional approaches for teaching learning analytics (e.g., LAK’19 Workshop on Building the LA Curriculum 2020 & Beyond; LALN Session on Designing Learning Analytics Courses, Programs, and High-Impact Practices), this session will bring together graduate learning analytics programs to discuss key elements with the goal of improving current efforts and providing guidance for institutions that plan to develop degrees and certificates in the future. The organizers seek to identify common and divergent program elements, successes and challenges, and effective and ineffective strategies and approaches as well as commit to the sharing of curricular resources for existing and future programs.
2 ORGANIZATIONAL DETAILS

2.1 Type of Event

This session will be an interactive workshop.

2.2 Duration

This workshop would follow a half-day format.

2.3 Workshop Activities

The workshop will include presentations by all programs, a guided activity, and small- and large-group discussions.

2.4 Proposed Schedule

Introduction (5)
Graduate Program Presentations (50)
Break (5)
Guided Activity (55)
Break (5)
Discussion (50)
Wrap-Up and Next Steps (10)

2.5 Expected Number of Participants

This workshop expects to attract approximately 30 participants.

3 OBJECTIVES AND OUTCOMES

3.1 Objectives

This workshop seeks to: 1) Convene learning analytics graduate programs to discuss competencies, curriculum, and instructional approaches for teaching learning analytics; 2) produce a report to share with participants and post publicly on the workshop website for broad dissemination; 3) build a commitment to support the improvement and growth of learning analytics graduate programs through collaboration, resource sharing, and future sessions.

3.2 Dissemination Plan

The workshop organizers will create a website for program identification, sharing of resources and workshop report(s), and future events.
4 COMMUNICATION PLAN

4.1 Recruitment

The organizers will recruit through individual invitations, social media platforms, networks, the Learning Analytics Google Group, and the conference website.

4.2 Information Sharing

The organizers will communicate via email prior to and following the event.

4.3 Tools

The organizers plan to make use of a website and shared Google Drive.
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Subversive Learning Analytics: Imagining LA Futures to Support Equitable Educational Practices

ABSTRACT: The challenges that emerge from the use of educational data in sociotechnical systems have received increasing attention in recent years. However, much of the discussion has centered around analysis of problems, such as issues of ethics and equity, or solutions to specific local quandaries. We lack holistic examination of embedded assumptions and values contributing to such problems and radical innovation of LA that might shift us away from such paradigms. In this half-day interactive workshop, we take up the idea of a “subversive stance” as a tool for generative discussions and insights around these questions and to spur ideas for unorthodox possibilities in LA that support equitable educational practices. Participants will reflect about deep seated assumptions of our discipline, consider alternatives, and ideate LA artifacts that could deal with these challenges.

Keywords: Learning Analytics, Equity, Socio Technical Systems, Innovation

1 OVERVIEW AND RATIONALE

Innovation has been said to stem from one of two processes. Incremental innovation emerges from evaluating existing situations and pragmatically detecting the gaps for improvement which themselves depend on its embedded value systems (Norman & Verganti, 2013). “Scaling up” an existing practice or making it “more efficient” are examples of this. To date, the bulk of LA work has been conducted within this tradition, accepting the frame of existing educational institutions and their historical value systems, and attempting to use data for “understanding and optimising” their practice (Siemens et. al., 2011). There is another way to innovate, however. A radical approach to innovation creates the possibility for bigger change: a change in core meaning or a shift in paradigms (Norman & Verganti, 2013). One way to foster such innovation is by consciously calling into question the values that are embedded in a system. Instead of being restricted to operating from within, such a process for innovation invites critical change by reflecting on the whys behind practice, meaning behind assumptions, and unorthodox possibilities for futures that might support alternative value systems.

The current landscape of socio-technical challenges surrounding the generation, analysis and use of data in education, including critical concern with the intersecting ways we engage with algorithms (Noble, 2018), AI (Broussard, 208), ethics (Prinsloo, 2017), surveillance (Benjamin, 2019) and equity (Scholes, 2016) suggest that although an
incremental approach to LA development has value, it is not enough. To move towards developing a space for radical innovation in the field, Wise, Sarmiento and Boothe Jr. (2021) presented the idea of a “subversive stance” for LA. The concept draws from a number of critical traditions, including speculative design (Wong & Khovanskaya, 2018), the study of socio-technical systems (Achiume, 2014), feminism (D'Ignazio & Klein, 2021) and design activism (Costanza-Chock, 2018) and proposes ways to help us identify taken-for-granted assumptions-in-practice, ask generative questions about design processes and consider new models of creation to produce tools that may operate differently in educational ecosystems.

Such activities can help us move beyond recognition of problems related to the use of data in education and narrow attempts to ameliorate them in a specific application to take a broader perspective on the different roles that LA could play in educational data ecosystem; for example, illuminating the boundaries of where technology can and cannot help, making the dimensions of problems more salient and vivid (Abebe et. al., 2020), or being an agent for equitable practices (Williamson & Kizilcec, 2022).

In this workshop we will introduce the community to this approach, exploring together some of the deep-seated assumptions in educational practice, and collectively imagining unconventional tools and artifacts. We do so in this instance with a particular focus on equity and the support of equitable practices, noting that a subversive stance could also be taken with respect to other foci. The workshop activities will be guided by three objectives:

Objective 1: Inquire collaboratively into some of the assumptions and values embedded in educational systems that currently guide LA work.

Objective 2: Explore how different forms of thinking, questioning, or valuing can open spaces of possibility for future LA design.

Objective 3: Generate novel avenues for development of LA to support equitable practice.

This work will lay the foundation for both people- and idea-focused outcomes.

Outcome 1 Kickstart a community of LA practitioners, researchers and educators interested in exploring how different educational frameworks and value systems can contribute to, and be used to innovate the practice of LA.

Outcome 2 Develop the foundation for a publication that disseminates key ideas about the relationship between values, design and LA that emerged in the workshop.

2 ORGANISATIONAL DETAILS

2.1 Format, Recruitment, and pre-workshop activities

This first Subversive Analytics workshop is envisioned as a half-day interactive workshop. It will follow a hybrid in-person and remote format, with up to 25 participants. The hybrid
model is important since it allows for more equitable participation by those who may not be able to travel to Texas for the conference. Participants can be academics, researchers, practitioners, or students with an interest in Learning Analytics and values-based innovation, as well as critical frameworks and education. Because of the nature of the topic, both those who are highly specialized in LA and those who are beginners in the field are equally welcome. We particularly encourage participation of those who have experience and expertise in considering questions of equity in education.

We will distribute information about the workshop to potential attendees through the LA Google Group mailing list, over Twitter and our individual professional networks. A survey will be distributed amongst participants before the event to better understand their background, and what value systems or experiences they can bring to the discussion. A website will be created with a suggested short list of pre-readings to help stimulate discussion in the workshop.

2.2 Synchronous activities

In the workshop our initial ideas of what a subversive LA might look like will be presented to the participants, to build on the concept collaboratively. Then,

1. **Whole group presentation and grounding discussion (45 min):** We share the existing conceptualization of taking a “subversive stance” and engage with participants to unpack its meaning and areas for further elaboration. We present a range of value systems (dominant and alternative) that may be relevant for educational design.

2. **Small group discussion activity (60 min).** Small groups of 3-5 participants will split up and discuss examples of current LA practice based on the generative questions outlined in Sarmiento, Wise & Boothe Jr (2021). Groups will work to develop a map of underlying assumptions and value systems that are embedded in everyday practice in LA and traditional education systems.

3. **Consolidation of Ideas (15 min).** Groups will share their mapping from the discussion activity, comparing perspectives and considering implications for equity in the education space.

4. **Short Break (15 min).**

5. **Co-creation activity (60 min)** Using creativity facilitation techniques, participants will work in small groups to ideate LA artifacts that challenge underlying assumptions, incorporate alternative value systems, or in some other way use LA to subvert traditional educational practice.

**Sharing, Discussion and Planning for Next Steps (45 min):** Groups present their ideas and their experiences in generating the ideas. In the discussion we will also discuss next steps for the development of the community of practice.
2.3 Logistics

The workshop will be hybrid. Both facilitators will be on site, but one will focus on working with the in-person participants, while the other will facilitate the processes of the discussion of online participants. Whole group activities will offer the opportunity to share across face-to-face and online participants. Zoom, Slack and Mural will be used to facilitate and communicate the discussions and sharing activities.

2.4 Dissemination strategy

A workshop website will be used to disseminate information about the workshop to the community, including suggested readings to prepare for the event. After the workshop, the website will be used to disseminate key artifacts that emerged from the discussions as well as a synthesis of the insights. These will also serve as the foundation for a conceptual publication as described above.
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Data Storytelling in Learning Analytics
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ABSTRACT: Data storytelling has seen exponential growth in real-world demand in recent years. Its growing interest in the field of learning analytics (LA) is not an exception. In order for the learning analytics product to make real impacts, LA researchers and practitioners need to be equipped with the competence to construct coherent, unbiased, and compelling stories for various types of LA stakeholders. In recent years, there are emerging themes of data storytelling in the community of LA research and practices. Many LA-related data stories have been created, shared, and reflected on. Research processes and products have been explored around data storytelling. In this workshop, we will invite LA researchers and practitioners to create, share and reflect on their own LA stories and think critically and creatively about data storytelling in LA: What does a good LA story look like? What are the patterns of effective LA stories? What are the success and failures of storytelling in LA? How we could train LA researchers and practitioners to be better storytellers? This workshop will bring together researchers and practitioners in learning analytics and data storytelling to explore the strategies and tactics for telling effective LA data stores and the related challenges and opportunities.

Keywords: data science, data analytics, communication, data storytelling

1 BACKGROUND

Storytelling draws on underlying theories of rhetoric. Theorists have framed data storytelling as blending rhetorical forms of information presentation and persuasion with concepts of scientific exploration and sensemaking (Segel & Heer, 2010). To generate a story, an analyst needs to think in terms of “behaviors, events, and plots such that it leads to comprehension, discovery, hypothesis generation, and communication” (Eccles et. al 2008) and authorial messages, audience needs, visual narrative, and narrative structure (Segel & Heer, 2010). Data storytelling involves developing a story logic, synthesizing story elements, understanding visual representation needs, and checking for bias. A good data storyteller can construct coherent, unbiased, and compelling stories or narratives for audiences of various types.

Learning analytics (LA) is a field built around the generation, analysis, and sense-making of quantitative information, guided by deliberate goals of turning data into actionable insights to induce changes to improve learning. As such, it has a natural connection to data storytelling. Data stories may serve as a tool of communication to connect stakeholders, including researchers, designers, data analysts, data owners, and users, and various kinds of stakeholders such as instructors, learners, parents, and administrators. Building a community that values the role of data stories in the LA ecosystem, and helps to support the development of
data storytelling competency may have a profound impact on the building of LA systems with high levels of transparency and trust.

2 OBJECTIVE

In recent years, LA researchers have explored the power of storytelling in designing dashboards and user engagement in general (Echeverria et al., 2018; Fernandez Nieto et al., 2022; Martínez-Maldonado et al., n.d.; Martínez-Maldonado et al., 2020). In LAK 2021, a workshop on “A Tutorial on Data Storytelling for Learning Analytics Dashboards” was conducted. This proposal builds on those existing works and broadens the scope of LA data storytelling beyond the goal of designing dashboards. We are interested in engaging a multidisciplinary group of LA researchers and practitioners, as well as those with cross-disciplinary interests in learning science, computer science, data science, information visualization, communication science, and human-centered design to explore the strategies and tactics in telling effective LA data stores and the related challenges and opportunities.

The overarching goal of the workshop is to stimulate discussions on the theory and practice of data storytelling in learning analytics. Specifically,

a. Theory: (re)defining data storytelling in LA - what are the standards of good LA stories?

b. Practice: How to tell good LA stories - what are the principles and techniques of telling good LA stories?

3 OPEN QUESTIONS

In this workshop, we are interested in engaging participants in exploring the following list of questions:

1. In what part of the LA ecosystem could data storytelling have a high impact? e.g., design, implementation, evaluation, and adoption?
2. Who can benefit from storytelling in LA communities?
3. Who are the main actors of the LA data storytelling processes? e.g., who are the storytellers, and who is the audience?
4. What are the training/education challenges to support researchers and practitioners in LA communities to acquire data storytelling competencies?
5. Where the common patterns of effective storytelling in LA communities?
6. What is the connection between data storytelling and LA system adoption?
7. What is the connection between LA data storytelling and data literacy and LA literacy education?
4 INTENDED AUDIENCE

This workshop welcomes participants from multiple disciplines interested in exploring the power of data storytelling in LA, regardless of their experience level in data storytelling. This group could include LA researchers and practitioners and those engaged in data storytelling-related disciplines such as learning science, computer science, data science, information visualization, communication science, and human-centered design.

5 PROPOSED ACTIVITIES

5.1 WORKSHOP ACTIVITIES

The workshop will be opened with a presentation on an overarching framework of LA storytelling and followed by a series of interactive talks (20-30 mins), each with a short presentation and interactive activities. We plan to have 4-5 talks, each with a specific focus along those two dimensions: (1) components of the overarching storytelling framework (data analytics, visualization, or narrative); (2) target audiences (e.g. students or instructors).

5.2 Pre-workshop activities

5.2.1 Pre-workshop Readings


5.2.2 Pre-workshop reflection

Before the conference, participants are asked to reflect on their understanding and experience of LAK storytelling at the interaction of learning, data, and stories.

For those with data storytelling experience: who are the audiences? what are the communication objectives? what is the communication medium? what was the creation process? etc.

For those without LAK storytelling experience: in your mind, what is data storytelling in learning analytics? what are strategies for effective storytelling? what are some good examples of LAK stories?
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DesignLAK23: Towards an integrated framework for design-aware learning analytics

ABSTRACT: The 8th Annual workshop brings together work by the learning analytics community over the past decade to assess what has been achieved in bridging learning design (LD) and learning analytics (LA) and explore what further challenges need to be overcome in order to guide the development of systems that can support the provision of pedagogically meaningful learning analytics to teachers and learners. A working paper written for the purpose of this workshop will be used to introduce key frameworks proposed in literature, and situate how these contributions provide building blocks in relation to what would be needed to create an integrated, continuous bridge between LD and LA. The workshop activities will involve learning scenarios to enable the critique of a proposed integrated framework for LD/LA. Participants will work in and share across groups to identify the usefulness of the framework presented in the working paper, as well as the gaps and challenges that remain to be resolved to realise an operationalisable link between LD and LA. Another outcome of the workshop will be the development of evaluation projects that will be conducted throughout the year and showcased in next year’s DesignLAK workshop.

Keywords: Learning analytics, learning design, frameworks, evaluation

1 BACKGROUND

For the past decade there has been a broad recognition in the learning analytics community of the importance of the connection between learning design (LD) and learning analytics (LA). In response, there have been multiple attempts to conceptualise and articulate this connection in the form of frameworks and models to facilitate the design of systems that can realise the potential of LA to improve teaching and learning in authentic educational settings. These frameworks have represented the connection of LA and LD from different perspectives with some that are broad in their view of the elements and stakeholders involved (e.g., Bakharia et al., 2016), while others have examined the LD/LA elements in more detail providing taxonomies and layers to link design and analytics (e.g., Law & Liang, 2010; Hernández-Leo et al., 2019). There have also been efforts to model the approaches needed to operationalise these frameworks so that practitioners and teachers can work through from design to analytics in practical ways (e.g., the development of a layered storytelling approach for communicating the interpretation of LA findings to teachers and learners in pedagogically relevant, non-technical language (Martinez-Maldonado et al., 2020)).

However, there is a need for broader conversations related to the need for articulation and greater consensus around the frameworks and the vocabulary used by researchers and practitioners in the field when bringing together LD and LA. Importantly, there is a need for an integrated framework for contextualising the contributions of emerging research and development outcomes to accelerate the
appropriation of new advances by the LA and LD communities for the construction of design-aware learning analytics systems.

Over the past seven years the DesignLAK workshops have focused on a range of perspectives on the relationship between learning design and learning analytics. This has included workshops on particular aspects of learning design such as feedback processes (Authors, 2016) and elements related to assessment design (Authors, 2017; Authors, 2019). Other workshops have profiled tools that have been designed to provide a link between learning designs and analytics (Authors, 2018; Authors, 2022), or prototyping tools which enable the visualisation of learning analytics with reference to design patterns (Authors, 2021). The lively and constructive discussions held in these workshops often came back to a realisation that there are still significant conceptual and technological gaps to be addressed to provide an operationalisable foundation for the construction of systems that can provide pedagogically meaningful, LA-grounded feedback for teachers and learners in common, authentic learning scenarios. Addressing this need is an intent of the DesignLAK23 workshop design so that a contribution can be made to benefit all stakeholders in the way that learning analytics can be used in educational environments.

2 OBJECTIVES OF THE WORKSHOP

The primary objective of the DesignLAK23 workshop is to explore and connect existing work in the area of learning analytics and learning design to work towards an integrated framework that can be used to inform the development and use of design-aware learning analytics. Participants will be given the opportunity to engage with and critique a draft integrated framework through the exploration of authentic learning scenarios. The resulting feedback on the framework will be used to inform the development of an ongoing program of work to continue the conversation of the connection between LD and LA in ways that can be easily operationalised by key stakeholders in educational settings.

3 WORKSHOP DESIGN

The DesignLAK23 workshop is designed to be a half-day workshop held face-to-face (although hybrid delivery could be accommodated if there is a strong demand and supported by the conference). The workshop will be highly interactive in nature with participants working together to discuss, apply, critique, and provide feedback on the integrated LD/LA framework proposed in a working paper provided to participants in advance of the workshop. The evaluation of the framework will be conducted through its application to an authentic learning scenario using an assessment platform, Ruby, developed by the University of [blinded for review]. The number of participants for the workshop should be capped at 40 to allow inclusive full-group discussions and sharing of critiques and suggestions for future development of the integrative framework for LD/LA.

3.1 Pre-workshop preparation

Prior to the workshop the organisers will work on the development of a working paper that draws together what has been learnt as a field over the last decade related to the connection between learning design and learning analytics. Existing frameworks and commentary will be reviewed to provide a comprehensive exploration of the conversation so far and to contribute to the design of a proposed integrated LD/LA framework to consolidate this work across the field. The working paper will
be prepared in collaboration with a group of key scholars from the field who have proposed frameworks/models. The inclusion of invited collaborators is to capture a range of perspectives and considerations that have contributed to conversations to date relating to the link between LD and LA. The working paper will be distributed to workshop participants two weeks prior to the workshop to allow them time to read and engage with the ideas presented in preparation for the workshop discussions. To attract participants with an interest in contributing to this critique and conversation, the workshop will be promoted through several channels including via social media (e.g., Twitter, LinkedIn) and mailing lists of learning analytics-related groups that the organisers are associated with (e.g., SoLAR, ASCILITE, etc.). A website will also be established to host more detailed information about the workshop and its design, as well as guidance on how to participate.

### 3.2 The workshop

The workshop will be structured in five parts. **Part 1** will include an introduction to the workshop aims and outcomes, as well as an icebreaker activity to allow participants to get to know each other and why they chose to engage in this LD/LA conversation. This will be followed in **Part 2** by a discussion of the proposed integrated LD/LA framework and exploration of the key elements and layers for consideration, as presented in the working paper. In **Part 3**, participants will have a chance to work together in groups to apply the integrated framework to authentic learning scenarios. In order to engage with these scenarios, access will be provided to the Ruby platform, which is an easily navigable assessment platform that can monitor, track and support developmental learning, and can demonstrate students’ progress at any point in time. Based on the learning design information provided for the scenarios, participants will have an opportunity to explore whether they could use the integrated framework described in the working paper to operationalise the process of generating insights and feedback to teachers and learners for the scenario relevant to the design principles and targeted outcomes. An advantage of using the Ruby system to anchor the workshop activities is that it supports assessment designs that relate to the development of skills such as communication, empirical reasoning, or quantitative reasoning. The learning scenarios used in the workshop will explore a range of assessment task designs involving interactions with mock assessments such as projects, exhibitions, theses, or internships.

Once the groups have had a chance to evaluate how well the proposed integrated framework can be applied to these learning scenarios, the whole workshop group will reconvene (after a short break) in **Part 4** to discuss and critique the proposed integrated framework. Participants will be encouraged to generate feedback on what works and what improvements could be made to strengthen the usefulness of the framework for LA practitioners, teachers, and students. To conclude the workshop, in **Part 5** participants will be encouraged to generate ideas and identify collaborators for ongoing projects to evaluate the proposed framework within their own contexts or across contexts. This is to ensure the applicability and scalability of the integrated framework to a range of learning designs and educational contexts, and to demonstrate how well (or not) the links of the bridge between LD and LA hold up when applied to various authentic scenarios. This approach aligns with calls in the LA literature for a greater focus on replication studies (Dawson et. al., 2019) and collaboration between experts to confirm and move the conceptualisation of foundational concepts forward for the benefit of the field as a whole.
4 WORKSHOP OUTCOMES

There will be several outcomes from this workshop for participants and the broader LA community. For workshop participants, they will gain an insight into the historical conversations and proposed frameworks that relate to the intersection between learning design and learning analytics. Their feedback and critique of the proposed integrated framework will be used to refine the framework so it can be presented to the LA field. This will be done through the submission of a revised version of the working paper to the Journal of Learning Analytics with acknowledgement given to all those who participated in the workshop discussions. The organisers will continue to engage with participants through the identified projects (see Part 5 above) to continue the evaluation of the framework across different contexts, maintaining communications and sharing of experiences between groups throughout the year. The outcomes of these projects will form the basis of the DesignLAK24 workshop, where project teams will be given an opportunity to showcase their findings and continue the conversation and evaluation of the design of the integrated framework. The overall goal is to help consolidate the conceptual and practical investigations, proposed frameworks, and technology tools to address challenges around how best to build the bridge to connect learning design and learning analytics.
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ABSTRACT: In this workshop, we investigate the concept of highly informative learning analytics and propose a methodology for designing an environment that delivers highly informative learning analytics. The workshop is designed as a hands-on, interactive session that allows participants to test the methodology's potential in a realistic use case. The proposed approach is based on the four-stage process of the Design Cycle for Education (DC4E). We exemplify practical tools that were designed in-house for each stage, including a tool to support teachers while designing learning activities - the Fellowship of Learning Analytics (FoLA®), a learning analytics infrastructure integrated with Moodle - Edutex, and two Moodle plugins for learning activities that enable the collection of rich trace logs - Hyperchalk and the Concept Mapping Plugin. Finally, we discuss potential use cases that can be suitable for the methodology.

Keywords: collaborative design, structured approach, learning analytics indicators, feedback

1 BACKGROUND

Learning management systems such as Moodle distribute learning activities and materials among students (Dougiamas & Taylor, 2003). They also enable tracking of individual students' learning and can be a data source for learning analytics.

With this workshop proposal, we want to take this achievement even further and aim to develop Highly-Informative Feedback with Learning Analytics (HILA).

According to Hattie (2009), feedback has a powerful effect on learning success, with a mean effect size of $d = 0.75$. Wisniewski, Zierer and Hattie (2020) even report a mean effect of $d = 0.99$ for highly informative feedback (on right/wrong, correct solution, type of processing, possibilities for improvement, hints on self-regulation and learning strategies). Such feedback provides good conditions for self-directed learning (e.g. Winne & Hadwin, 2008) and effective metacognitive control of the learning process (Nelson & Narens, 1994). Until a few years ago, it was simply not possible in terms of personnel to provide highly informative and competence-oriented feedback at large university lectures. Nowadays, however, computers and other digital devices open up far-reaching possibilities that have not yet been fully exploited. This feedback has a high potential for improving individual study success and reducing dropouts, thus effectively supporting students in their learning process.
Within the HILA workshop, we will work along an emerging design and development process for Highly-Informative Learning Analytics based on various project experiences. We will first identify relevant LA indicators for different learning designs. From there, we will demonstrate how we turned the designs of learning into data-enriched learning activities that have the potential to provide highly-informative feedback. Finally, we discuss different types of feedback messages given to the students and future challenges for the HILA field.

2 PROPOSED SOLUTION

A team of researchers from different European universities have developed a Highly Informative Learning Analytics methodology. This process is based on the Design Cycle for Education (DC4E) model proposed by Scheffel et al. (2021). The methodology interprets the DC4E model more pragmatically: the first two quadrants in red and green (Identify & Combine phase) are accomplished by the FoLA2 methodology for collaboratively designing LA-powered learning activities (Schmitz et al., 2022). The third quadrant (Realise phase) is accomplished with the Edutex LA infrastructure (Ciordas-Hertel et al., 2021) and all the applications created within the Edutex framework, i.e. Hyperchalk, the Concept Mapping Tool, and Edutex Android. These applications can be used as instances of learning activities designed with FoLA2. These applications generate a wealth of data stored/processed within the Edutex infrastructure. Finally, the fourth quadrant (The research phase) is achieved by defining the process data indicators, as Goldhammer et al. (2021) explained.

![Figure 1 - The Highly Informative Learning Analytics process in a nutshell.](image)

The Fellowship of Learning Activities and Analytics (FoLA2) is a methodology for designing learning activities with “analytics in mind”. We established a method — reinforced by a gameboard and cards, to provide structure and inspiration. Recently, it is also available with a digital version. The method enables several participants with different roles to collaboratively interact with a set of card decks to create an LA-supported learning design. Using this method helps to design learning activities collaboratively and practically; it also raises awareness about the benefits of multidisciplinary co-design and connections between learning analytics and learning design. FoLA2 can be used to develop, capture, and systematize design elements and to incorporate LA systematically.
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Edutex is a Learning Analytics infrastructure integrated with Moodle Learning Management System. Edutex is a context-aware learning analytics architecture that evolved at the beginning of the pandemic to discover more about the physical context of learners in distance education without losing track of data protection. EduTex has been designed to support learners in their preferred physical learning environment and in their individual home learning processes. With the help of adaptive interventions and integration of commodity Android smartphones and smartwatches, Edutex allows integrating their sensor data with questionnaire data obtained on the devices with learning management system data.

HyperChalk (Menzel et al., 2022) is a digital collaborative whiteboard built using the open-source component Excalidraw and a custom back-end. It was awarded the best demo award at EC-TEL 2022. The software can be self-hosted, collects rich log data appropriate for learning analytics purposes, and integrates with learning management systems – such as Moodle – using the LTI 1.3 Advantage standard. Similar to commercial whiteboard software such as Miro, Hyperchalk can be used to implement a wide range of creative collaboration tasks, but unlike commercial software, it allows researchers unlimited access to user data. It collects data appropriate for qualitative and quantitative studies on user behaviour demonstrated during collaboration tasks. Through a replay mode, the collaboration processes can be closely studied. Moreover, we plan to implement a corresponding annotation tool that can be used to code what is happening on the whiteboards explicitly.

The Concept Mapping Tool comes from a Moodle plugin which implements concept mapping as a learning activity. Concept maps visualize the relationships between concepts in a given domain via a network-like graph. They were introduced by Joseph D. Novak as means to represent students’ developing knowledge (Nesbit & Adesope, 2006). By letting learners construct their own domain models through concept maps, one can gain insight into how they view a domain and think its ontologies are structured. This can provide researchers with insights into the structure of students’ knowledge and also helps to identify misconceptions which can be used to provide personalized, targeted feedback.

3 Objectives

In this workshop, we investigate the concept of highly informative learning analytics. The workshop is thought of as a hands-on, interactive session. We plan to demonstrate the proposed LA cycle in this workshop and allow the participants a hands-on experience. The workshop activities are divided as follows:

in the morning - Part 1:

- Welcome and initial remarks
- A discussion of a representative task with the FoLA² methodology. The participants are divided into groups, each group is given a FoLA² board with which they need to design the learning session choosing among a set of available activities.

coffee break

- Each group presents their resulting designed sessions with the chosen design elements.
● The groups engage in a discussion in which they map the chosen activities with a set of existing tools.

in the afternoon - Part 2:

● The participants explore the collaborative whiteboard tool Hyperchalk and the Collaborative concept mapping tool.
● How to define the right process data indicators from the learning activities

coffee break

● Groups discuss
● A tour of the existing application use cases using the proposed process

4 Organisation

The HILA workshop is organised as an interactive, full-day workshop. For the logistics, we need a large room (30 participants) with a reliable internet connection, projector, separate tables for group exercises, and, if possible, stationery such as sticky notes and pens. The organisers will provide technical tools and Slack channels and disseminate progress and outcomes via blogs and the Twitter hashtag #HILA23.
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