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LAK25 Program Chairs’ Welcome

We are very pleased to welcome you to the Fifteenth International Conference on Learning Analytics and
Knowledge (LAK25), organized by the Society for Learning Analytics Research (SoLAR). This year’s conference
is held in Dublin, Ireland, between March 3rd and 7th, 2025.

The theme for the 15th annual LAK conference is Expanding the Horizons of Learning Analytics. After this
many years of research and practice, the learning analytics field has established its own identity, traditions,
and community. Pursuing our initial objective of making use of data to better understand and improve learning
processes, we have studied and impacted numerous aspects of both formal and informal education. However,
as the field enters its teenage years, it faces swift and significant shifts in technological, theoretical, and
pedagogical contexts that have a direct effect on our work. For instance, artificial intelligence offers the yet-to-
be-proven promise of facilitating and democratizing data analysis, while also posing significant ethical
challenges. Critical theories prompt us to examine the values and unintended consequences of our
contributions. Novel educational models demand innovative methods for studying learning processes and
measuring and assessing learning outcomes. In response, the community is actively reassessing and reshaping
what it means to “do learning analytics” within these evolving environments. This process of reinvention often
involves stepping out of our comfort zone, established during the field’s formative years, to explore new
theories, learning processes, data sources, communication modalities, analytical methods, delivery
mechanisms, structures for ownership and adoption, and even reconsidering who leads and implements the
analytics process. This year's conference aims to highlight and celebrate the trailblazing works that are
expanding the horizons of the learning analytics field.

Two excellent keynote talks and a keynote panel present compelling examples of expanding the horizons of
learning analytics, but also raise important questions regarding the effects of such an expansion on the learning
analytics field itself. Inge Molenaar is the Director of the National Education Lab Al (NOLAI) and a Professor of
Education and Artificial Intelligence at the Behavioural Science Institute, Radboud University, Netherlands.
Inge’s keynote explores the role of artificial intelligence (Al) in education, highlighting the dual role of Al - as
both a tool and an actor - and emphasizing the potential for hybrid human-AlI collaboration. Gautam Biswas is
a Cornelius Vanderbilt Professor of Engineering at Vanderbilt University, whose research focuses on
developing intelligent, open-ended learning environments for STEM and computer science education. In his
keynote, Gautam presents the work that he and his research team have done on the design, development, and
deployment of a multimodal, theoretically grounded learning analytics framework, to analyze and interpret
students' collaborative behaviors in STEM environments. The last day of the conference starts with an
interactive keynote panel, facilitated by four outstanding learning analytics researchers, namely Rebecca
Ferguson (The Open University), Kirsty Kitto (University of Technology Sydney), and Catherine Manly
(Fairleigh Dickinson University). Titled “Learning analytics 2035: Pushing the boundaries and meeting the
challenges”, this interactive panel invites the learning analytics community to ponder on and discuss some of
the grand challenges that have been identified during LAK25, explore ways for addressing them and consider
what might happen if these are ignored. The conference features two additional panels. One is focused on
opportunities, challenges, and risks of adopting learning analytics in higher education settings, whereas the
other re-examines the connections and “boundaries” between learning analytics and closely related research
fields that rely on educational data (e.g., educational data mining, learning at scale, and quantitative
ethnography), in the light of increasing focus on (Generative) Al across all these fields.

This year’s conference theme encouraged researchers and practitioners to consider distinct ways of extending
the horizons of learning analytics such as proposing novel methods and approaches for data collection,
analyses, and communication of analytics results, as well as bringing learning analytics to novel or
underexplored learning settings and learning processes, and dealing with ethical issues that novel technologies
and learning contexts introduce. This encouragement might partially explain a very large number of high-
quality submissions we have received this year, breaking all previous records, and we are extremely grateful
for all those who decided to submit the results of their latest research efforts to LAK25. The research track had
337 submissions (232 full paper submissions and 105 short paper submissions). This represents an increase
of about 7% in the total number of submissions compared to last year. These papers came from research
institutions of 28 countries (11 in Europe, 9 in Asia, 2 in Middle East, 2 in South America, 2 in North America,



and 1 in Oceania). Maintaining the high quality of the conference, the program committee for the research track
consisted of 280 researchers from the field of learning analytics, educational data mining, learning sciences,
educational technology, and related disciplines. Of these, 78 were senior members, all recognized leaders in the
field and highly involved in service to the learning analytics community. Overall, from the 337 research
submissions, the program committee worked very hard to select 101 papers (70 full research papers and 31
short research papers) that are included in the proceedings of the 15th Learning Analytics and Knowledge
Conference. The acceptance rate for both full and short research tracks is 30%.

The rigorous selection process for LAK includes an initial phase of review of at least two program committee
members. Authors are then given a short time to provide an optional rebuttal to the remarks and comments
raised in the initial review in which they can answer specific questions raised by reviewers (if any) or flag any
inaccuracies, omissions, or errors in the reviews. This is followed by the meta-review phase during which, for
each submission, a senior program committee member, having carefully reviewed the initial reviews and the
authors’ rebuttal (if submitted), provides a summary meta-review and final recommendation to the program
chairs. We are most grateful for all the hard work by the program committee and their insightful and
constructive comments and reviews. These proceedings could not have been possible without their generous
help and support.

We would also like to emphasize our ongoing gratitude for the efforts made by all involved in the learning
analytics community. We very much understand the complexity of work and life pressures impacting on our
time commitments, and priorities. The high level of support and commitment shown by our colleagues to
ensure that the presented and published papers have received high quality reviews and feedback is highly
valued and appreciated. We want to thank you for the important efforts you have devoted that have allowed
this conference to continue as a premier scientific event fostering the scholarly exchange of ideas of the highest
caliber.

We hope that LAK25 participants and other readers of these proceedings will find value in the broad range of
contributions to the field of learning analytics contained within. The rapid development and adoption of Al-
based technologies, especially generative Al, as well as technological developments more broadly are opening
many new opportunities for learning analytics research and practice, but also introducing novel challenges that
call for novel methodological approaches and theoretical frameworks. Likewise, further work and novel
approaches are needed to assure responsible use and analytics of learning-related data, meet the needs and
expectations of diverse stakeholders, as well as ensure ethical conduct in learning analytics research and
practice and fair and just treatment of all learners. We hope that the scholarly exchanges at this conference,
including the paper presentations, keynotes, panels, and both formal and informal discussions among the
participants will contribute to addressing the aforementioned and related challenges and bring us closer to the
ultimate objective of understanding and advancing learning and the environments in which it occurs.

Alejandra Martinez Monés Caitlin Mills Jelena Jovanovic Xavier Ochoa
University of Valladolid, Spain University of Minnesota, University of Belgrade, New York University, USA
USA Serbia
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ABSTRACT: We describe a University’s general approach to initiating LA projects, namely a
combination of a top-down and bottom-up approach, and evaluate this approach based on
the results from two LA projects. Project 1 is about providing study delay predictions via a
study advisor dashboard. Project 2 focuses on enabling students to self-monitor academic
writing skills through a student dashboard. Smooth coordination between pedagogy, privacy,
and technology resulted in the successful realization of these projects. However, the initial
adoption of the dashboards by end-users was limited. We discuss potential causes, solutions,
and general recommendations for institutions that are working on the adoption of LA.

Keywords: Learning Analytics, Dashboard, Adoption, Data Literacy, Stakeholder Management

1 INTRODUCTION AND AIM OF THE PAPER

Learning Analytics (LA) is a complex endeavor requiring input from multiple stakeholders. A particular
challenge lies in coordinating the support necessary at an institutional level in terms of policy and
funds needed for the initiation and upscaling of LA projects at the staff and student level (Broos et al.,
2020). At our University, we have chosen a combination of a top-down and bottom-up approach
(Perez-Sanagustin et al., 2022). Top-down, there is institutional support and University policy for the
areas in which LA can be applied to improve the quality of education (macro-layer). Bottom-up, a
central LA team is available to support LA project submissions (micro-layer) following a roadmap for
initiation and evaluation of each pilot (Van Leeuwen et al., 2024). In this paper, we detail our
experiences with this way of working by describing two LA projects. A coordinated effort between
pedagogy, privacy, and technology led to the successful realization of these projects. However, there
was limited end-user adoption of the developed dashboards in these projects. We describe the
projects and their initial evaluation (sections 2 and 3), and end with a general reflection (section 4) on
the combination of top-down and bottom-up approach and our recommendations for practice.
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2 PROJECT 1: STUDY DELAY PREDICTIONS

Project 1 was requested by study advisors at our University. Study advisors’ practice in Higher
Education includes regularly monitoring students’ progress and offering support regarding imminent
or present study delay (Sharkin, 2004). In co-design with the study advisors, the central LA team
developed a dashboard that provides imminent study delay predictions based on data from earlier
cohorts, see Figure 1. This allowed study advisors to identify students in the current cohort that might
be at risk and help prevent the negative consequences of study delay (Baars et al., 2022). A group of
9 study advisors worked with the dashboard for several months and were interviewed afterwards.
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Figure 1: Screenshot of the study advisor dashboard (synthetic data; in Dutch)

The pilot showed that the study advisors found the design of the dashboard sufficient in terms of
usability, but they judged its usefulness as low, which resulted in discontinuation of using the
dashboard in their practice. Evaluation in terms of interviews showed that there were three core
problems underlying this finding. 1) Variation in data literacy skills: the central LA team provided a
training and introduction to the prediction modelling that underlies the dashboard. However, some
study advisors did not trust or grasp the predictions made by the dashboard and continued to rely on
obtained ECs as the only indicator for study delay. 2) Lack of time and means to participate in the
project: the study advisors were free to choose whether to participate, and had to do so in parallel to
their usual workflow. This resulted in a high reported workload and no full immersion in investigating
the potential of the dashboard. 3) Limited new insights: the two study advisors that engaged most
with the dashboard indicated the dashboard led to the identification of only a few students that they
were not yet aware of. They thought this number was not enough to continue the effort of
transitioning to a new way of working.

3 PROJECT 2: SELF-MONITORING ACADEMIC WRITING SKILLS

Project 2 was a request from teachers as part of an education innovation program. Student-facing
dashboards aimed at supporting skill development have the potential to increase student skills as well
as increase students’ persistence in their study program (Grann & Bushway, 2014). In co-design with
the teachers, the central LA team created a dashboard visualizing students’ academic writing skills
overarching several courses, see Figure 2.
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Figure 2: Screenshot of the self-monitoring academic writing skills dashboard (synthetic data)

The dashboard was used in an undergraduate course in which around 350 students were enrolled and
was introduced in week 1. It could be accessed through the LMS, along with a video tutorial. The
dashboard’s usability and usefulness were assessed with a student questionnaire and a focus group
with students and teachers. Unfortunately, only 12 students (3.5% of the students) consulted the
dashboard regularly. Based on the (limited) information we received, we identified the following
reasons for the limited uptake: 1) The dashboard relied on data that were extracted from a specific,
newly introduced application. Thus, the dashboard did not contain information about writing skills
from previous years. It only started to contain information after the first half of the course. This may
have demotivated students to consult it. 2) Additionally, not all teachers were willing or accustomed
to the use of the new application. As a result, there was no data available for some students about
their writing assignments. 3) Using the dashboard was voluntarily and not incorporated into the
curriculum, which led to low awareness of the existence of the dashboard despite the introduction
session.

4 CONCLUSION

In this paper, we described two LA projects in a University where top-down facilities are combined
with the bottom-up initiation of LA projects. The advantages of this approach are that there is both
management buy-in and stakeholder involvement from the start. This ensures that the LA projects are
directly based on the wishes from the end-users, such as teachers and study advisors. However, the
evaluation of the projects showed a number of challenges. For example, both projects required a
change in the daily practice or workflow of the involved stakeholders, i.e., study advisors (project 1)
and teachers and students (project 2). This turned out to be difficult to achieve, even though the end-
users were involved in the design process of the LA. One of the reasons may be that the initiators of
the projects were enthusiastic early adaptors who were dealt the task of “selling” the idea to their
colleagues. Although enthusiasm from an end-user is often the key to unlocking buy-in from others in
the long run, at the start of a project it requires considerable time to convince colleagues that the use
of LA will have benefits that outweigh the effort required for implementing the change (Charleer et
al., 2016). Our evaluations show that support from a team leader or program director — in other words,
the meso-layer between institutional leaders (macro) and end-users (micro) — is essential to provide
the required time, resources, and motivation to implement an LA project on a larger scale. Moreover,
the employed approach has a downside for the central LA team that supports LA initiatives. For the
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team, it is hard to anticipate training needs of end-users to work with the LA application because there
is no long-term planning for the kind of LA projects that will be initiated. In project 1 for example it
would have helped if a more elaborate data literacy training had been offered.

Based on our experiences, we recommend the following:

- To include an implementation plan as part of the strategy, regardless of the approach (top-
down or bottom-up). In this plan, specific attention needs to be paid to how the LA tool will
be integrated into the existing workflow, and how end-users will be “convinced” to use it.
Avoid introducing the LA tool as a voluntary, separate activity.

- Our approach already included the development of top-down facilities that are needed
concerning pedagogy, privacy, and ethics for LA projects, such as a LA policy. Through two
projects, we recognized the importance of institution-wide staff capabilities. Therefore, we
would recommend investing in professional development programs, which could either be
offered to all staff independent from the LA projects, or by including a specialist in the LA team
that can offer ad-hoc training when implementing an LA initiative.

To conclude, while our approach so far ensures top-down support (macro-layer) and bottom-up
involvement of stakeholders (micro-layer) for LA, challenges remain in terms of the required skills and
time to achieve impactful implementation of LA tools. Investing in implementation strategies by
involving the meso-layer of team leaders may be a promising direction forward.
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ABSTRACT: The North Carolina Teacher Compensation and Advanced Teaching Roles (ATR)
program allows public school units to develop innovative teacher compensation models
designed to improve student and teacher outcomes. The program enables highly effective
teachers, known as Advanced Teachers, to either take responsibility for more students or lead
small teams of teachers by providing professional development, coaching, and instructional
support. The North Carolina Department of Public Instruction selected the Friday Institute for
Educational Innovation at North Carolina State University as their research partner. This
partnership has two primary goals: 1) to assess the academic and professional impact of ATR
programs, and 2) to understand and improve their implementation. Using a collaborative data-
intensive improvement research framework, the research employs a variety of methods,
including both conventional qualitative and statistical methods, as well as more novel
approaches drawn from the field of learning analytics such as data dashboards, epistemic
network analysis, and machine learning.

Keywords: teacher leadership, performance-based compensation, epistemic network
analysis, machine learning, data dashboards

1 INTRODUCTION

In 2016, the North Carolina General Assembly enacted legislation to create the Teacher Compensation
Models and Advanced Teaching Roles (ATR) program. The ATR program enables local school
administrative units to create innovative models that allow highly effective classroom teachers to
impact an increased number of students. Broadly defined, Advanced Teachers are highly effective
classroom teachers who are provided salary supplements and reach an increased number of students
by either 1) assuming academic accountability for an increased number of students, or 2) becoming a
lead classroom teacher accountable for the student performance of all students taught by teachers
on that Advanced Teacher's team.

1.1 Researcher-Practitioner Partnership Goals

To support these efforts, legislation directs the North Carolina State Board of Education to contract
with an independent research organization to evaluate what ATR has accomplished. The Friday
Institute was selected as the program’s research partner to assist the North Carolina Department of
Public Instruction (NCDPI) and Public School Units (PSUs) with two overarching goals for this
researcher-practitioner partnership (RPP):
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1. to assess the academic and instructional impact of ATR programs, as well as their impact on
the teaching profession; and

2. to understand and improve the implementation of these programs and identify factors
supporting or impeding their success.

In July 2024, the Friday Institute was awarded additional funding by the NCDPI to expand upon
legislatively required program evaluation efforts and conduct a mixed-methods measurement study
focused on the selection and evaluation of Advanced Teachers.! Guided by a collaborative, data-
intensive improvement research model (Krumm et al., 2018), this study aims to:

e document current selection and evaluation criteria and processes used for ATR.

e examine the relationship between selection criteria and outcomes and program impacts.

e develop and validate new measures for selection and evaluation of advanced teaching roles.
e explore the practical and ethical implications of new and existing measures and models.

e provide data-informed recommendations and resources for teacher selection and evaluation.

2 THE ADVANCED TEACHING ROLES PROGRAM

The purpose of ATR is to allow highly effective classroom teachers to impact an increased number of
students by assuming accountability for additional students. In addition, the program enables PSUs to
create innovative compensation models that focus on classroom teacher professional growth and that
lead to measurable improvements in student outcomes. Per section 2.6.(b) of NC Session Law 2020-
78, the intent of the ATR programs is to allow highly effective classroom teachers to reach anincreased
number of students by either 1) teaching an increased number of students and assuming
accountability for their performance; or 2) becoming a lead classroom teacher accountable for the
student performance of all of the students taught by teachers on that lead classroom teacher’s team.
These Advanced Teachers are designated as Classroom Excellence and Adult Leadership teachers
respectively. Furthermore, PSUs receive funding from the state to provide salary supplements of
$10,000 for Adult Leadership teachers, and $3,000 for Classroom Excellence teachers.

21 2024 Evaluation Findings

During the 2023-24 school year, 17 PSUs implemented ATR programs across 277 schools. PSUs
employed 849 Advanced Teachers who supported 2,461 classroom teachers, with schools averaging
three Advanced Teachers and nine supported teachers per school. Most PSUs, 13 out of 17, currently
partner with — or launched their initial ATR work via partnership with — Public Impact, a third-party
vendor for ATR programs. ATR schools produced significant effects on students’ math test scores and
positive but not significant results in ELA and science; these effects grew over time, and teachers in
ATR schools were more likely to have higher value-added scores after implementing the program
(Kellogg et al., 2024). In addition, PSU case studies highlighted how ATR has provided students
receiving Tier 2 and 3 services through MTSS with greater access to effective teachers, and
demonstrated how ATR serves as both a career lattice and ladder for professional advancement.

Yhttps://fi.ncsu.edu/projects/the-selection-and-evaluation-of-advanced-teachers/
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3 LEARNING ANALYTICS METHODS EMBEDDED

Data collection and analyses follow a mixed-methods sequential design (Creswell & Clark, 2017),
which brings together the differing strengths and nonoverlapping weaknesses of quantitative
methods with those of qualitative methods. To complement more traditional qualitative and
guantitative methods employed in this RPP, the Friday Institute is incorporating several approaches
drawn from the field of Learning Analytics. While approaches such as data dashboards have already
gained widespread adoption among practitioners, this RPP is also embedding Epistemic Network
Analysis (ENA) and Machine Learning. These methods are relatively novel for programs like ATR, and
their utility has yet to be determined for the program.

3.1 Data Dashboards & Reporting Tools

The Friday Institute has worked with practitioners to share relevant, context-specific data intended to
provide state and district leadership with informative and actionable data. Data reporting tools
include online interactive dashboards and other reporting tools that include programmatic summaries
of NCDPI and PSU-provided data tailored for each partner. For example, Figure 1 shows a data
dashboard that provides a statewide summary for ATR programs across NC, including information
about 3,310 Advanced Teachers and the teachers they support. These dashboards include data such
as salary supplements, subject areas supported, PSU position titles, geographic location, release time,
and size of programs and teams. Each data point also serves as a filter allowing practitioners to explore
their data at a more granular level and answer questions they may have about their specific programs.

ATR Data Explorer

Programs Statewide Teachers Supported

17 27 849 2,461 ) a6 ThEe

e o e &

School L

upported

e

Subject Areas Supported

Advanced Teacher Roles 180 15

512 (60%) 340 (40%) —
L]
- 5
L

Salary Supplements ‘sa2 209 515 493 87 25 130

$1,000 $9,699 $20,000

lJ-_-I.-J_I_

Figure 1: Interactive ATR data explorer
3.2 Epistemic Network Analysis

The RPP also leverages Epistemic Network Analysis (ENA) to analyze coded interview data collected
for traditional qualitative analyses. ENA has emerged as a novel and promising ethnographic method
for identifying, quantifying, and visualizing connections among elements in coded data, such as text-
based transcripts of stakeholder interviews (Shaffer & Ruis, 2017). Within this RPP, the research team
is using ENA to visualize, quantify, and compare the epistemic frames or “mental models” of ATR
stakeholders with respect to the attributes perceived as essential for effective Advanced Teachers,
the expected impacts of Advanced Teachers, and the interdependencies among and between these
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attributes and outcomes. The goal of this analysis is to better understand the complexities and
interdependencies that characterize effective Advanced Teachers and help identify a common and
connected set of criteria for the selection and evaluation of these roles.

3.3 Machine Learning

The RPP is also exploring the use of machine learning (ML) algorithms to supplement inferential
statistical methods. The purpose of using ML is to further explore the relationships between selection
criteria and reported impacts of the programs. While traditional statistical models are more
appropriate for classical inference and hypothesis testing, some strengths of supervised learning
algorithms are their ability to capture complex interactions and nonlinear relationships between
variables, efficiently handle large-scale and high-dimensional datasets, and outperform traditional
statistical models in prediction accuracy. The primary goal of embedding ML methods is to identify
and develop acceptably accurate predictive models to aid in selection of teachers, as well as important
selection criteria and program factors that traditional methods may have overlooked.

4 RESEARCHER-PRACTITIONER CONVENING & DISSEMINATION

On February 27-28, 2025, the Friday Institute will host a two-day convening for ATR researchers and
practitioners to share and discuss research findings and practitioner lessons on the selection and
evaluation of teachers serving in advanced teaching roles. As part of this convening, the research team
will also engage practitioners in understanding the affordances and limitations of both commonplace
(i.e. dashboards) and more novel learning analytics methods (i.e. ENA, ML). The research team has
committed to external-facing deliverables for education practitioners and researchers as part of this
RPP. Practitioner-focused deliverables (e.g., practitioner whitepapers, policy briefs, and a summative
report) will be completed by June 30th, 2024. Dissemination of research findings at state and national
conferences will begin in March and continue through December 31st. These findings will provide
valuable insight into the program as well as the added value of Learning Analytics above and beyond
more conventional methods typically used to inform educational programs and policies.
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ABSTRACT: This practitioner’s report presents a human-centered approach to the collection
of learner data from version control systems in software projects. With platforms like GitLab
being widely used in computer science courses in higher education, instructors have access to
the platform’s usage data and can incorporate it in their grading. So far, metrics like lines of
code, number of commits and commit message quality are used to draw conclusions on
learners’ performance, especially in comparative analyses for group projects. Meanwhile,
GitLab offers way more functionalities and information for data analysis, e.g., for project
management. This work aims at making this information more accessible and usable in the
context of learning analytics. It focuses on the stage of data collection and the implementation
of the necessary software components, enabling data analysis in the future.

Keywords: Software Projects, Version Control Systems, Data Collection, Learner Behavior

1 MINING REPOSITORY DATA FOR LEARNING ANALYTICS

Software Engineering is an important branch of Computer Science (CS) and plays a vital role in CS
education. While there are always different flavors of tools, patterns, and principles in different
domains, there are some core concepts, essential to CS curricula in higher education. Among these is
the use of (decentralized) Version Control Systems (VCS) such as Git, provided through platforms like
GitLab or GitHub. Oftentimes, these are taught in a practical, implicit fashion, where learners employ
them in group projects. Here, programming skills are in focus and the VCS plays a subordinate role.

Meanwhile, instructors enjoy the benefits of the VCS when it comes to grading. For example, a git
repository of a group project reveals a lot about individual contributions to the code as well as
learners’ activities in project management. Various approaches exist to garner information out of
commits, merges, and other data inherent in any git repository. But in modern software projects,
instructors should consider more metrics than mere lines of code, numbers of commits, and commit
message quality when individual contribution to a project is to be measured or even graded. And while
there is not much more to obtain from the raw data of the repository, used platforms offer much
more information about the process, especially regarding issue management and teamwork.

Previous studies have explored the use of VCS data for educational analysis with varying objectives
(e.g., Macak et al., 2021; Gitinabard et al., 2020; Matthies et al., 2018; Jagelid & Kindberg, 2018; Putra
et al.,, 2018. For instance, Jagelid & Kindberg (2018) analyzed GitHub repository data from three
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programming courses but only examined a narrow subset of git activity (number of commits, number
of issues, comments on issues). Similarly, Macek et al. (2021) performed post-project analysis and
utilized course-specific data extraction methods looking at number and sizes of commits as well as the
commit messages. The review of related literature shows that most works focus on commits and
issues as they are core features of the VCS. Meanwhile, branching and merging in collaborative
projects was not yet analyzed systematically. Further, no related work has used xAPI statements as
format for the extracted logs; they either used custom formats or did not specify it in their
publications. Lastly, none of the examined works implemented a human-centered design approach
guiding the process for data collection, transformation and analysis (Buckingham Shum et al., 2019).

In this practitioner’s report we present our approach to make this information more accessible and
usable for learning analytics (LA). The goal is to harness all information from GitLab on learner’s
interaction with a project into a Learning Record Store (LRS) as xAPI statements, where it is available
for further analysis and aggregation with additional learner-related data (e.g., learning management
system logs or data obtained for multi-modal LA). In this paper we focus on the human-centered
approach for data collection and the implementation of the necessary software components for data
collection and transformation rather than the stage of data analysis and visualization. Results from
the human-centered design workshop, the source code and architectural diagrams are published as
open research data: https://doi.org/10.17605/0SF.I0/AWVXM

2 INSIGHTS FROM THE HUMAN-CENTERED DESIGN WORKSHOP

There are multiple options and approaches to collect learner data beyond the actual git repository
and possibly also different strategies to map those interactions to meta-data definitions as blueprints
for xAPI statements. Thus, we decided to include possible stakeholders in the design process early on.
For this human-centered design approach, we gathered a focus group from multiple universities,
institutions and disciplines and aimed to include participants with both differing scientific backgrounds
as well as different levels of experience with using git in student projects. Eight researchers of different
disciplines in Computer Science from three universities participated.

We designed an online workshop format of 120 minutes in June 2023 and prepared a collaborative
board using the Miro platform as a creative space for this session. The session was structured in three
distinct phases: First, a collection of potential (research) questions the stakeholder might strive to
answer in software engineering education. In a follow-up brainstorming in the second phase, after a
short introduction on xAPI with a sample statement, individual data units required to answer those
guestions were collected in the form of post-its to be sorted into the appropriate categories of verbs,
activities and extensions as appropriate. For users not too savvy with the xAPI specification, a fourth
category of “uncertain” has been provided to encourage everyone to contribute. In the final phase, a
structured approach on a definitions set was unveiled, compared to the collected definitions and
subsequently refined. Finally, the results were critically discussed and the workshop concluded. An
overview after sorting, grouping and structuring the participants contributions is shown in Fig. 1.

Inthe end, the proposed structure with amendments can serve data sufficient for responding to nearly
every question and idea raised in the design-thinking workshop by harnessing the capabilities of
GitLab's webhooks, with two limitations: First, this approach is not exactly suited for semantic analysis,
i.e. the analysis of commit content quality. This would have required to include actual commit payload
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within the statement, which would stretch the LRS capacity pretty fast and would require a huge
overhead in resources. Still, should this be required in any later analysis, the statements contain all
necessary information to pull the specific commit directly from the repository by conventional
methods for further analysis. Second, there is currently no sufficient data (or scientific interest in our
focus group) to collect insights on pipelines used in Continuous Integration/Continuous Development
using the onboard means of GitLab. While potentially available, the mapping to xAPI would be
challenging, as many of those events are actually system-triggered (or at least indirectly triggered by
some other action recorded by the system).

Questions on Git Ideas for xAPI statements

Proposed XAPI structure

( Actor )

Figure 1: Results of Human-Centered Design Workshop (High Resolution in OSF Repository)

Based on the requirements derived from the HCD workshop, GitLab Webhooks provide the most
convenient way to gather the interactions required for further processing: Webhooks provide a
minimally invasive option, are easily configured without the need to alter any content of the
repository itself and offer convenient payload with all required information without the need to pull
the repository each time. Still, webhooks come with a caveat: The end point has to be highly available,
as an unsuccessful webhook might result in a lost payload. In response to this challenge, the software
components described in the next section have been designed and implemented.

3 SOFTWARE ARTIFACTS TO COLLECT AND TRANSFORM THE DATA

For the data collection multiple scripts have been implemented and a set of meta data definitions
derived from the requirements. The scripts can be roughly divided in two components: First, there is
a receiver which does not much more than providing a web endpoint for the webhooks and storing
the received payload in a Redis database. This database serves merely as a FIFO queue and in intended
to increase scalability of the entire stack. The other scripts form the “worker” side and can be spawned
in multiple instances in the long-term if required. We suppose this is only the case in large-scale
instances with many repositories while needing close to real-time monitoring. For most use cases in
academic settings, the current implementation should be sufficient.

The worker component pops data sets from the Redis queue and invokes further components based
on the type of event that triggered the webhook. This has intentionally been implemented in a
modular pattern with further extension in mind, as GitLab and other platforms provide further
webhooks than the currently implemented, which focus on code and collaboration. Currently, all parts
are provided as python scripts along with a complementary docker compose file for straight-forward
deployment. Additionally, in future releases this might also decrease configuration efforts and help
with scalability. As our aim is to contribute to Open and FAIR data, a metadata vocabulary for all
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required xAPI statements has been stored in our open registry at [blinded.forreview.com]. It is based
on the results of the HCD workshop and available via a web frontend and as machine-readable JSON-
API for interoperability. This registry is based on git itself, and thus is versioned and extendable.

4 CONCLUSION AND OUTLOOK

In this paper we presented a practitioner approach on collecting data on students’ interactions in git-
based software projects. We involved stakeholders early in the process and derived metadata on the
data of interest first. Based on that, we evaluated webhooks as the most efficient way of accessing
the data, due to their event-driven and minimally invasive nature. We implemented a potentially
scalable and highly available software stack to harness the data, convert it into a domain-specific
format for LA and aggregate it with other data by storing it in a common LRS. Currently, we are in our
first field tests, using the described components in multiple student projects of different formats. We
took this opportunity to report on the tool stack itself, as per usual, follow-up papers may focus on
the data and respective analysis instead of technical details of the collection process.

This contribution focused solely on stage of data collection, but we conclude it with an outlook on
(potential) next steps: The primary reason to collect data as we did is to improve our teaching concepts
of and learning experiences in collaborative software development processes. More insight into all
the important skills beyond code, like the use of branching, regular commits and pushes, issue
management and so on provide a foundation for a fairer grading process. Individual contributions can
be analyzed more fine-grained than before and thus be honored. But beyond that are even more
opportunities. By collecting meta data in collaboration with stakeholders, we lay a foundation for truly
findable, interoperable, and reusable data, that can be used to enhance research of success factors of
software development in teams, of the learning process in software engineering, project management
and use of VCS, and combined with other data even on student collaboration in a more general sense.
We are sure that there are more research questions, where such data should be helpful. And we hope
this work contributes to the long-term goal of FAIR data in LA; this can be considered a foundation. To
collect data and make it accessible at scale is a community effort.
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ABSTRACT: This presentation explores how a small rural institution adopted Learning Analytics
within a Business Intelligence framework to address enrollment challenges amidst restricted
budgets, outdated systems, and limited resources. By focusing on cultural transformation,
data preparation, and systems integration, this approach highlights strategies, challenges, and
recommendations for establishing sustainable analytics practices in resource-limited contexts.
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1 THE INSTITUTIONAL LANDSCAPE

As a small public institution in a rural community, the college is vital in providing educational access
to students facing significant barriers. Its mission of inclusivity supports a diverse population, including
first-generation college students, working adults, and economically disadvantaged individuals.
However, the institution's rural location presents distinct challenges, such as geographic isolation
limiting access to collaborative networks and advanced technologies and economic pressures
straining resources. These difficulties, compounded by the looming enrollment cliff and declining
revenue streams (Campion, 2020), have heightened financial and operational pressures, threatening
the institution’s ability to sustain its mission.

Operational inefficiencies have further hindered the college’s effectiveness. Legacy systems operating
in silos prolonged application processing times and resulted in frequent errors due to manual data
entry. Misaligned departmental initiatives and resource constraints exacerbated these issues, leading
to high staff turnover and instability during a period of rapid change. Recognizing the urgent need for
transformation, the institution has prioritized campus-wide operational improvements, focusing on
enhancing efficiency, addressing bottlenecks, and leveraging data to guide decision-making.

2 LEARNING ANALYTICS IN BUSINESS INTELLIGENCE

As the administrator overseeing enrollment management systems, | was tasked with addressing
institutional challenges that directly impacted prospective and incoming students. My role was newly
created as part of the institution’s broader goal of improving systems and technology to enhance
operational efficiency and better serve its mission. Recognizing the institution’s unique challenges—
limited institutional knowledge of analytics, fragmented systems, and resource constraints—I applied
Learning Analytics (LA) principles within the existing Business Intelligence (BI) framework to address
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these needs. My leadership's trust in my judgment supported this approach and aligned with the
enrollment team's goals for improving processes and outcomes. Concurrently pursuing a graduate
degree in Learning Analytics, | was able to directly translate advanced methodologies into actionable
strategies that optimized enrollment processes and established a scalable foundation for future
applications in student success.

While BI tools provided essential operational clarity—tracking metrics like application processing
times and enrollment targets—their scope was limited to aggregate reporting. To address this
limitation, | integrated LA methodologies into the Bl framework, aligning institutional goals with
actionable insights into student behavior during enrollment. This integration bridged the gap between
operational efficiency and a data-driven approach, setting the stage for future applications in student
success. While these efforts primarily focused on prospective and incoming students, the data
infrastructure created during this phase supported the future integration of Learning Management
System (LMS) data. This design empowered student success teams to analyze academic engagement
and retention patterns, further extending the impact of the foundational work.

3 THREE PILLARS OF DIGITAL TRANSFORMATION

Addressing the challenges of implementing LA within a Bl framework at a small, resource-limited
institution required focusing on three core areas: Cultural Transformation, Systems Transformation,
and Implementation & Adoption. These pillars were selected to build a sustainable foundation for
digital transformation, reflecting insights from organizational change frameworks like Kotter’s Change
Model (1996) and research on innovation management (Appio et al., 2021). Each pillar represents an
interconnected step necessary to align culture, systems, and processes for effective analytics
adoption.

31 Cultural Transformation

The adoption of analytics at the institution required a significant cultural shift from intuition-based
decision-making to data-driven strategies. Resistance stemmed from fears of increased workload,
potential misuse of data, and skepticism toward new technologies, compounded by a history of
frequent leadership changes and evolving systems. Building trust and fostering collaboration were
essential to overcoming these barriers. Transparent stakeholder engagement demonstrated how
analytics aligned with institutional goals, such as enrollment growth and student success. Department-
specific workshops and personalized onboarding highlighted practical benefits, including reduced
administrative burdens, while data literacy programs empowered staff to view analytics as a valuable
resource. Despite these efforts, challenges persisted, including mistrust in data accuracy and concerns
about the adequacy of training, exacerbated by the overwhelming pace of institutional changes.

3.2 Systems Transformation

Fragmented, outdated systems posed a significant obstacle to analytics adoption, leaving insights
incomplete and inaccessible. When | assumed the role, system documentation was outdated,
confidence in existing technologies was low, and institutional knowledge about operations was
minimal. Addressing these barriers required consolidating legacy systems into centralized platforms
to streamline workflows and improve data accessibility. Data cleansing ensured accuracy, while
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workflow automation reduced manual errors and increased efficiency. The integration of new
technologies with legacy systems involved extensive use of APIs, middleware, and tailored custom
solutions. However, resource constraints, including limited personnel and funding, made overhauling
systems challenging. Iterative testing was crucial to ensure compatibility and maintain operational
stability throughout the transition.

3.3 Transformative Implementation & Adoption

Even with cultural and systems readiness, the success of analytics adoption depended on a carefully
planned implementation strategy. Iterative development, stakeholder feedback, and continuous
refinement ensured that tools were both user-friendly and relevant. High-impact use cases, such as
improving enrollment workflows and identifying at-risk students, served as starting points. Tools were
refined based on user feedback, and comprehensive training programs built user confidence.
Establishing support channels provided stakeholders with ongoing resources, while regular feedback
loops allowed tools and processes to evolve with institutional needs. Challenges included balancing
short-term wins with the long-term goal of creating a sustainable analytics framework. Furthermore,
varying levels of data literacy among stakeholders necessitated tailored communication and
education to ensure engagement and effective adoption.

4 OUTCOMES

Key advancements included the development of enhanced dashboards to track applicant engagement
metrics such as submission patterns, communication responses, and decision timelines. These tools
supported data-informed recruitment strategies and predictive yield modeling, resulting in higher
conversion rates and more efficient processes. Centralized and standardized enroliment systems
provided a scalable foundation for future analytics efforts. Quantifiable outcomes included a 33%
reduction in admissions processing time, a 60% increase in lifecycle efficiencies, significantly higher
campaign engagement rates, and administrative tasks reduced by at least five full-time equivalent
hours.

While students were not directly involved in the implementation, the operational improvements
significantly enhanced their academic journeys. Faster admissions processes reduced delays, allowing
students access to advising and academic planning resources earlier. Improved data accuracy and
streamlined workflows ensured institutional resources were deployed more effectively, enhancing
service quality. These outcomes demonstrate how operational advancements focused on prospective
students can indirectly support broader student success initiatives, laying the groundwork for future,
more student-centered analytics.

5 LESSONS LEARNED

Several key lessons emerged from this initiative, providing valuable guidance for future analytics
projects. Early successes, such as streamlining admissions processes, showcased the tangible value of
analytics and helped build momentum for broader adoption. These initial wins were instrumental in
fostering trust and enthusiasm among stakeholders, paving the way for further advancements.
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Stakeholder engagement proved critical in overcoming resistance and cultivating trust in analytics
tools. Identifying departmental champions to advocate for analytics adoption strengthened cultural
buy-in and ensured a collaborative approach to implementation. Additionally, phased implementation
and iterative development were essential in minimizing disruptions, enabling tools and processes to
evolve based on stakeholder feedback and institutional priorities.

As the sole individual overseeing both technical development and strategic execution, the extensive
scope of responsibilities presented significant challenges, including periods of burnout. While enabling
innovation, the high degree of autonomy granted by leadership occasionally led to role ambiguity and
misunderstandings about decision-making authority. These dynamics required consistent
communication to clarify responsibilities and ensure alignment across stakeholders. Relying on a
single individual for such a critical initiative highlighted the vulnerabilities associated with limited
personnel capacity in resource-constrained environments. Despite these challenges, collaborative
problem-solving, transparent communication, and leadership support were instrumental in mitigating
resistance and fostering a more cohesive and productive project environment.

Sustainability emerged as a cornerstone of long-term success, requiring ongoing investment in
training, system maintenance, and data governance. Developing and maintaining dashboards was
particularly resource-intensive, necessitating iterative refinement to balance stakeholder needs with
institutional constraints. Regular maintenance protocols ensured sustained accuracy and relevance,
while continuous updates kept tools user-friendly and impactful. These efforts underscored the
importance of strategic planning and resource allocation to address immediate operational needs
while supporting long-term institutional goals.

6 CONCLUSION

The implementation of Learning Analytics within a Business Intelligence framework at a resource-
limited institution demonstrated the transformative potential of data-driven strategies in higher
education. By focusing on cultural transformation, systems transformation, and implementation and
adoption, the institution overcame challenges such as fragmented systems, limited resources, and
resistance to change. These efforts prioritized operational improvements, aligning analytics goals
with institutional priorities to enhance efficiency and indirectly improve student experiences. Key
lessons include the importance of streamlining workflows and integrating systems to ensure data
accuracy, engaging stakeholders to foster a collaborative culture, and adopting a gradual, feedback-
driven approach to implementation. Sustainability emerged as a critical focus, requiring ongoing
investment in training, maintenance, and governance to support scalable and impactful analytics
frameworks.
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Approaches for evaluating learning analytics implementations are as varied as the definitions
of success they attempt to measure. Practically, some have the potential to provide bounded
insight and can be simple to apply, whilst others offer deeper, holistic understanding but can
be complicated to manage. In order to extend practice, and develop more effective,
responsible, and successful implementations it is suggested that it would be advantageous for
practitioners to have broad knowledge of several methodologies that could be used for
evaluating learning analytics implementations.
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1 INTRODUCTION

If, as Motz & Morrone (2023: 147) claim, institutional learning analytics (LA) implementations ‘tend to
be characterized by ambitious but uniformed and uncarefully planned initiatives’ which would benefit
from more critical and academic assessments then a consideration of a variety of approaches to the
evaluation of LA implementations would seem appropriate and hopefully informative for
practitioners. This report briefly presents three such approaches, chosen because of their familiarity
to the author. It describes their use in practice, and provides a short discussion about the advantages
and disadvantages of each for further consideration.

2 THREE APPROACHES AND EXAMPLES OF USE IN PRACTICE
2.1 Technology Acceptance Model

The Technology Acceptance Model (TAM) claims that the intention to use, or not use, technologies is
influenced by two main factors: the perceived usefulness and the perceived ease of use of said
technology. Perceived usefulness (PU) is defined as ‘the degree to which a person believes that using
a particular system would enhance their job performance’, and perceived ease of use (PEU) refers to
‘the degree to which a person believes that using a particular system would be free of effort’. (Davies,
1989; 320) Therefore, it follows that, the extent to which teachers start and continue to use
technological innovations such as learning analytics dashboards is positively correlated with their
perceived agreement with these two factors. The influence of PU and PEU has been shown to predict
user acceptance of technological initiatives over several years in a wide variety of fields that include
education.

In practice: It is not hard to see how a simple instrument could be constructed to collect TAM data
from users using a Likert scale and a set of sample statements inspired by reference to Davies (1989).
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For example, statements to agree/disagree with could be as straightforward as ‘using the learning
analytics dashboard will improve my teaching practice’ (PU), and ‘I find it easy to get the learning
analytics dashboard to do what | want it to do’ (PEU). Findings could conceivably be used for a number
of purposes such as, justifying the scaling of a pilot LA implementation, reviewing the use of a chatbot,
or correlating against another factors. For example, Rienties et al (2016) utilised TAM to develop a
seven-question feedback instrument and used it to survey 95 teachers after an opportunity was
provided for them to explore a set of LA implementation dashboards in groups and construct their
own understanding and knowledge about them. The findings from the survey suggested that whilst
the teachers responded positively to the perceived usefulness of the LA implementations, they were
less positive about the perceived ease of use. This finding helped to justify the design and refinement
of ongoing professional development activities for LA implementations at that institution.

2.2 Shadow practices

The concept of shadow practices has roots in the tradition of social informatics. Social informatics is
an approach that views the users of technologies as active social actors whose technological practices
constitute a wider socio-technical system. In this view actions are not reliant solely, or even primarily,
on LA implementations themselves, but on the entire sociotechnical network, which includes
colleagues, access to resources, previous practice, institutional culture and so on, in which the users
are located.

In such a context shadow practices are described as ‘undesired or unanticipated interactions’ between
a user and a LA implementation such as a LA dashboard (described by the authors as a ‘decision
support system data dashboard’ or DSS-DD). When a comparison of the users' anticipated practices
(typically defined by the design of the dashboard or the expectation of the developers) and the users’
actual practices (as reported by teachers) reveal a difference or disconnect, shadow practices emerge
to fill this space and ultimately result in ‘the limited or non-use of DSS-DD for decision making
processes’ (McCoy & Rosenbaum, 2019:371).

In practice: Designing an evaluation approach around the concept of shadow practices could be
utilised for almost any LA implementation. For example, Olney et al (2021) used shadow practices to
explain the limited or non- use of a new LA dashboard introduced into a distance learning setting.
Firstly, a review was conducted on the design of the dashboard as well as the collection of reports,
literature and communications between the institution and the teachers to establish the expected or
anticipated practice. Then, 30 higher education teachers who had been using the LA dashboard were
interviewed using a semi-structured instrument constructed on social informatics principles. This
provided information about the actual practices. Comparing these two led to the identification of
three shadow practices, also observed in the interviews, which could be viewed as either undesired
or unanticipated, and some candidate mechanisms that help to explain them.

2.3 Theory of Practice Architectures

The Theory of Practice Architectures (TPA) is described as ‘an account of what practices are composed
of and how practices shape, and are shaped, by the arrangements in which they are enmeshed in a
site of practice’ (Mahon et al, 2017). As such, TPA takes a site-orientated, ontological approach to
investigating practices. In education, practitioners engage in practices which contain specialist
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discourse (sayings), activities and work (doings), and exist in a complex ecology of power structures
and individuals (relatings). Further, such practices are prefigured and shaped by arrangements that
exist across three mediums: material-economic, cultural-discursive & social-political.

In practice: In the language of TPA the wider field of education is defined as a practice that can contain
smaller, more discreet projects, of which implementing LA could be considered one, and is located in
one or more sites of practice. For example, Olney & Wood (2023) used TPA to investigate the use of
LA in the faculty of a large HEI to try and explain what it meant to ‘do’ learning analytics there and
identify the arrangements that enabled or constrained that work. Using semi-structured interviews
and document analysis approaches they uncovered the material-economic arrangements that made
the doings of the project possible. This included such things as the time available to teachers or the
actual availability of the LA dashboards and spreadsheets themselves. Similarly, they identified
cultural-discursive arrangements by exploring the specialist language or discourse that prefigured,
constrained, or enabled the sayings of the project. Like many other projects within education, LA
implementations have developed their own specific references and language that is used by
practitioners to describe and justify what it is, and how it is practiced. This included how dashboards
were referred to, and how the definitions of certain data sources were shared. These sayings were
contained in documentation as well as live in discussion between those engaged in seeking meaning
from LA. Thirdly, they investigated what social-political arrangements shaped and prefigured the
relatings. This was concerned with how humans related to one another, behaved in the roles they
were representing, existed in the power structures that the organization provided, and the experience
they brought to group or team environments. Since LA dashboards are not usually built by the same
people that are required to use them, and the responsibility for their use has not necessarily been
clearly articulated, this interaction is relevant.

Analysis of how the practices and arrangements come to hang together in a particular site of practice
and project under investigation can allow for an exploration of how one impacts on another and the
identification of new and progressive approaches.

2. COMPARISON & DISCUSSION

TAM has been criticised for being too simplistic and although only the original conceptualisation of
TAM is presented here, successive models, referred to as TMA2 and TMA3, have introduced more
antecedents in order to try and refine the model (Mariykan & Papagiannidis, 2023). Yet, the simplicity
of the model, particularly in data collection, is also perhaps it’s greatest asset. A recent systematic
literature review showed PU and PEU continue to be widely accepted ‘to be antecedent factors that
have affected acceptance of learning with technology’ (Grani¢ & Maranguni¢, 2019). However, despite
this, it is hard to escape the fact that TAM does not allow much room for an interpretation of LA
implementations that questions the intrinsic value of the technology itself, or the complex contexts
into which it is often being introduced. TAM also makes no claim as to identifying or explaining the
kinds of unexpected outcomes that often occur when humans interact with technology, result in
shadow practices, and contribute to explaining the low acceptance or take up rate of LA. Evaluating
LA implementations using social informatic approaches such as shadow practices provides a more
nuanced set of findings but can require more collaboration between developers and researchers to
be effective, and more detailed and time consuming data collection. One step further is utilising TPA
which, as a theoretical lens, can be used to develop a situated view of LA practice that is contextualised
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and far more robust. This report concludes that TPA is the gold standard, addressing questions that
have not yet been properly answered about what it means to ‘do’ learning analytics, from a personal
and organizational point of view, as well as how it is being done, and why it is done in that way
(Bennett et al, 2018).
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ABSTRACT: A national review of measurement of students’ learning gain in England identified
student engagement as the greatest challenge. Students did not see the value, have the time
or interest, or were sufficiently made aware of opportunities to complete additional tests and
surveys. To be able to explore the educational gain of students, without additional burden
upon them, at Imperial College London we have explored over the past four years how to get
the most out of the data we already have about students—primarily through their data trails
across the institution and engagement with virtual learning platforms. This presentation
explores the potential role of Al in supporting this and the engagement with students and
academic staff to capture data relevant to them.

Keywords: educational gain; learning gain; outcomes; teaching; learning; assessment;
partnership

1 ARTIFICIAL INTELLIGENCE AND LEARNING ANALYTICS

Artificial Intelligence (Al) and analytics are often thrown together as solutions to a range of higher
education problems, but often with little specific detail. But Al and analytics can offer the potential to
address an ongoing challenge in higher education: what are students gaining from their time and
investment in higher education?

A decade ago, efforts to measure learning gain in England commenced, focusing on assessing the
changes in students' knowledge, skills, work-readiness, and personal development, as well as
improvements in specific practices and outcomes within particular disciplinary and institutional
contexts (Kandiko Howson, 2019). These initiatives were driven by the government which sought to
determine the value it was deriving from the investment in higher education (Department for
Business, Innovation and Skills, 2016). The work was originally overseen by the Higher Education
Funding Council for England (HEFCE) and later transitioned to the Office for Students (OfS).

Through a series of pilot projects, three key dimensions of learning gain were identified: (1) measures
of general cognitive development, encompassing students' knowledge and critical thinking; (2)
measures of soft skills development, including affective indicators of attitudes, how students feel, and
behavioral measures of their engagement; and (3) measures of employability and career readiness,
primarily focusing on behavioral indicators of students' activities in preparation for the workforce.

Despite these efforts, significant challenges arose in the measurement of learning gain, including low
student participation in supplementary assessments and surveys, variations in students' starting
points, and the lack of a standardized baseline across different courses and institutions. These
difficulties led the OfS to discontinue the learning gain program. Nevertheless, the concept has
resurfaced in the latest iteration of the national Teaching Excellence Framework, which now
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emphasizes educational gain, although no specific methodology for measuring this has yet been
defined (OfS, 2022).

Al and advanced analytics present a potential solution to addressing the challenges in measuring
learning gain. Significant progress has been made in the field of learning analytics, which involves the
measurement, collection, analysis, and reporting of data related to learners' progress and the contexts
in which learning occurs. With the emergence of generative Al models, learning analytics can expand
further, incorporating a broader range of data sources to enhance the understanding of student
learning.

Evaluation of the learning gain pilot projects indicated that multiple metrics are required to capture
the full diversity of student learning in higher education. These measures—affective, behavioral, and
cognitive—are highly interrelated, underscoring the need for integrated approaches to assessment.
Advanced analytics can support the development of multiple models of learning gain, revealing
relationships and patterns across these diverse metrics.

The pilot projects also demonstrated that student learning is multidimensional, varying not only across
different domains but also over time and direction. To effectively assess learning gain, it is essential
to track student progress throughout their academic journey at multiple points. Analytical models
offer the capability to account for initial entry measures and diverse learning pathways, moving
beyond a simplistic, linear conception of learning to a more nuanced understanding of individual
student progress.

2 ANALYTICS AND EDUCATIONAL GAINS AT IMPERIAL

We attempted to tackle this challenge at an institutional level. Imperial College London, an urban,
research-intensive Science, Technology, Engineering and Mathematics (STEM)-based university. To
enable measuring students’ educational gain and progress in their learning across the institution,
Imperial is investing in its institutional data infrastructure and analytical capability. As part of wider
institutional data strategy, a Unified Data Platform is being developed to link data across the
institution and support the development of learning analytics to offer data-derived insights to
enhance learning, teaching, assessment and the experience of staff and students.

“Learning analytics is the application of analytic techniques to analyze educational data, including data
about learner and teacher activities, to identify patterns of behaviour and provide actionable
information to improve learning and learning-related activities” (van Harmelen & Workman, 2012, p.
5). Higher education institutions can leverage analytics to transform many activities, including
enrolment, student support, alumni engagement, financial aid administration and other learning and
operational functions. An institution-wide approach is necessary to ensure that data subject rights are
respected; data is used appropriately, ethically and transparently; shared with permission at
appropriate levels; and to deliver parity of experience for all students.

Most higher education learning analytics dashboard systems are predicated on predicting drop-out
and creating early warning systems; to streamline services and minimise costs; or to support
regulatory reporting. By contrast, Imperial has aimed to use learning analytics to offer an enhanced
student experience, and to better know and support our students.
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Analytics systems have provided a unique opportunity for Imperial to develop and deliver on its
strategic priorities for education: to empower students; to facilitate high quality staff-student
interactions in order to maximise student success; and to offer a world-leading evidence-based
educational experience. The STEM-based academic staff at Imperial are uniquely qualified to utilise
their disciplinary analytical and mathematical modelling skills to gain insights from educational data
to research and evaluate their own teaching and learning contexts. Similarly, our students have
opportunities to reflect and gain insights into their own educational experience, as well as engage in
opportunities to design research projects using learning analytics data for use in course projects.

Applying analytics to wider questions of outputs from higher education allows us to evidence student
educational gain, engagement and progress and show the data in dashboards to both staff and
students, allowing them to be active agents in their own learning. This initiative echoes our
educational approach and integrates educational expertise, disciplinary research and methodological
skills from our academic faculty in areas such as machine learning and Al, in partnership with students.

3 PARTNERSHIP APPROACH TO USING LEARNING ANALYTICS DATA

The ethical use of learning analytics is essential. We developed a partnership project with staff and
students to develop guidelines and policies for the ethical use of learning analytics and the application
of Al. We received institutional funding for a year-long project supporting students as co-researchers.
Staff and students worked in collaboration to conduct focus groups with students about data use,
analytics and interventions. The focus group protocol was adapted from the SHEILA project student
instrument (Tsai, Moreno-Marcos, Tammets, Kollom, & Gasevié¢, 2018) and applied to the institutional
context. The protocol followed the original ten question prompts under eight themes about students’
awareness of data collection and processing by the institution, how learning analytics might support
them as students, how staff should act on analytics, managing control over their data and ethical
concerns. Institutional ethical clearance was obtained to collect the data.

Six focus groups were conducted, involving three to seven students. While the focus groups produced
extensive data, here we highlight that students’ main preferred uses of learning analytics data. These
were to check their progress on their educational goals and to gain wider understanding of their
learning, including patterns and about their development in relation to their peers. Students were
supportive of Al-based analysis to explore trends and patterns but not to replace human interventions.
These insights helped to set boundaries on appropriate uses of Al (e.g. mapping and analysis) and
where staff should have an active role (e.g. discussions implications of data insights, pastoral support).
This provided insight for the use of learning analytics data, but students’ also noted the need for
boundaries, and the desire to limit the data to their learning environment, and not to include data
beyond that, for example extracurricular activities or their wider social lives.

4 USING EDUCATIONAL GAINS

Data about learning does not inherently provide benefit to students; it depends on how the data is
used for enhancement. The findings from the study with students provided insight into how, in
partnership with students, we could use student learning data to support students to understand what
they have gained from their higher education experience. We identified the importance of making the
data understandable and presented in ways a broad audience could understand. If the analytics and
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outputs are too complex and confusing for staff and students to understand and apply them, they will
have limited impact. Students and academic staff need support, advice and guidance to use
educational gain data.

Students reported the importance of integrating measures in disciplinary contexts—which fits with
findings from research on learning gains that there are wide variations in engagement across
disciplinary, professional and regulatory bodies. Fields such as Medicine with standardised outgoing
exams are ahead of non-professionally oriented subjects with less prescriptive outcome goals.

Drawing on Al models and the feedback from students at Imperial, the linking of educational gains
and learning analytics are underway. This includes capturing baseline data on students’ Al skills and
understanding and tracking this over time. Al tools are being used to link students’ individual
assessments with their wider course engagement, including attendance, virtual learning platform and
video recording use. Research is also underway capturing affective measures of learning gain,
including soft skills such as resilience, through exploring students’ engagement with online
coursework and automated feedback platforms. Future work is planned for a ‘live’” syllabus with clearly
mapped intended learning outcomes that can be linked to data from virtual learning platforms to
show students explicitly what skills they have gained. Further connections with sites such as LinkedIn
can more directly link students and their skills with employers and the labour market.

This is work in progress. The technology is already largely in place; however, as seen across higher
education, Imperial is still developing connected, up to date student information systems and learning
platforms. However, using the data trails left by students may provide a more sustainable way to
capture gains from higher education, bypassing the need for additional surveys or exams. This also
offers a scalable approach across whole institutions, delivering on greater parity of experience across
the student body.
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ABSTRACT: This presentation describes a large cross-institutional project run at an lIrish
university which used learning analytics (LA) capabilities to enhance student engagement. The
project was a first for the institution in several ways, as it took a centralized and coordinated
approach to the utilization of LA for the first time. The purpose of this project was to establish
the infrastructure and framework necessary to provide learning interventions that could
mitigate the risk of students underperforming in selected first-year modules. The predictive
models utilized a combination of demographic data, continuous assessment scores, and
student engagement data derived from the university’s Virtual Learning Environment (VLE).
After building these models with a cohort of 8000 students over four academic years, a pilot
intervention was designed in which about 2000 students were notified about their likelihood
of success based on the model’s predictions and were directed toward available academic
support services. The outcomes of this pilot intervention were evaluated and the findings are
shared to offer insights on how learning analytics can be applied in higher education to support
student success, particularly in large, diverse cohorts.

Keywords: student engagement, blended learning, machine learning, academic performance,
first year classroom, large classes, at-risk students

1 INTRODUCTION

Disengagement among students in large, first-year cohorts has become a significant issue (Bowden,
2022). However, while vast amounts of data are collected in academic institutions, the challenge lies
in effectively utilizing that data to have a tangible, positive impact on students' academic
experiences. Educational institutions curate huge amounts of data in the form of ‘learning traces’
(Gasevié et al., 2015) to enable this, but we need to analyse what variables are relevant in each
context and find solutions that are simple and scalable enough in practice.

1.1 Background

In Ireland, sectoral guidelines for the application of learning analytics (O’Farrell, 2017) stress the
importance of developing learning analytics strategies in partnership with students and staff to ensure
that the primary focus remains on benefiting learners. Following the approval of a learning analytics
policy at the university where the project was conducted, the project was initiated with three main
objectives: (a) Data Access and Scoping Phase: this involved consultations with data owners to explore
potential data access, define data management plans, and ensure compliance with data protection
regulations; (b) Baseline Analysis: this phase involved analyzing historical data from four large first-
year modules, combining demographic information from student information systems with
continuous assessment and VLE engagement data to identify the key variables that predict student
performance; and (c) Design of the Intervention: based on the baseline analysis, a protocol was
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developed to provide personalized feedback to students that supported their academic journey and
encouraged them to engage with relevant resources.

2 METHODOLOGY

The baseline analysis phase was centered around four first-year cohorts, each representing different
disciplines across Business, Science and Humanities, with between 350 and 600 students in each
module, and chosen from the emerging community of practice in learning analytics. The data
collected spanned four academic years and included demographic data, continuous assessment
scores, and engagement metrics from the VLE that included information on frequency of access logs
and performance in mid-term examinations. Each module was assessed differently, with three
modules using traditional grading scales and one module assessed on a pass/fail basis. The data was
preprocessed, and variables were encoded to create a model that could predict whether a student
was likely to perform at a high, moderate, or at-risk level. The attention-aware BiLSTM-CNN model
was particularly suited to this task because it could account for the sequential nature of student
engagement data over time, identifying patterns of behavior that correlate with academic
performance (Fazil et al, 2024). For the implementation phase with the 2022 cohort (Table 1), the
predictive models were trained only using five weeks of student engagement data from the VLE,
along with demographic and academic information from the university’s academic registry. Students
were then notified mid-semester about their likelihood of succeeding in the module and were
referred to appropriate academic supports, such as tutoring services, learning centers, or meetings
with their instructors. Finally, students were surveyed at the end of the semester to assess their
level of satisfaction with the intervention and to collect their suggestions for improvement.

Table 1: Dataset implementation phase

Module Student Category Total Student
High- Moderate- |At-risk (F)
performer(H)|performer(M)
Module-1 373 958 219 1550
Module-2 208 1689 169 2066
Module-3 399 1468 538 2405
Pass Fail
Module-4 207 1590 1797

Notably, the model’s predictive accuracy was higher in some modules compared to others. In one side
of the spectrum, Module 4 achieved an accuracy of 86% thanks to it being based on a pass/fail basis.
Of the modules based on a more nuanced performance category, Module 2 achieved an accuracy of
73%, and saw the best balance between student engagement with assessments and the VLE. On the
other side, Module 3 recorded the lowest accuracy of 58%, attributed to the fact that students in this
module engaged primarily with third-party tools outside the VLE, making it harder to predict their
performance based on VLE interactions.
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3 RESULTS
3.1 Student Engagement Patterns

A major focus of the intervention was on improving student engagement, especially among at-risk
students. The project monitored the frequency and quality of student interactions with the VLE before
and after the intervention, and the results varied across the modules. The results show that following
the intervention, student engagement increases significantly for courses 1 and 3, and it also increases
moderately for course 2. However, student engagement slightly slows down following the
intervention in course 4.

The timing of the intervention was key. For most modules, the feedback was provided between weeks
7 and 10 of the semester. This period was carefully chosen as it coincided with mid-semester
assessments or deadlines for major assignments, when students would be more receptive to feedback
about their performance. More detailed analysis showed that prior to receiving feedback, the at-risk
students engaged with the VLE significantly less than their high-performing peers, and as expected,
the high-performing students were generally more proactive in using the VLE to access course
materials, submit assignments, and review their progress. In contrast, at-risk students often lagged in
engagement, which was identified as a key predictor of their eventual performance in the course. The
frequency of VLE interactions for at-risk students was often half that of high-performers. After the
intervention, high-performing students showed a marked increase in VLE engagement following the
intervention. These students responded well to the feedback that predicted their success, using it as
motivation to continue their high level of engagement. The intervention served as a confirmation of
their efforts, prompting them to stay consistent or even increase their participation. Moderate-
performing students also increased their engagement, though to a lesser extent. The intervention
seemed to alert these students to their potential to improve, leading them to seek additional
academicresources. At-risk students, while benefiting from the feedback, did not show the same level
of increased engagement. Although the intervention prompted some engagement, their participation
in VLE activities remained notably lower than that of their peers. This is a critical finding, as it suggests
that while predictive feedback may motivate some students, a more targeted approach may be
required to encourage at-risk students to engage more fully with the learning resources.

3.2 Student Feedback on the Intervention

The response rate to the survey (n=239) was highest among high-performing students and lowest
among at-risk students (which ranked between 6% and 19.5% in different courses). This finding is
consistent with the engagement trends seen earlier—high-performing students were more likely to
interact with all aspects of the course, including feedback mechanisms, while at-risk students were
more disengaged overall. A significant majority of students, particularly those who were high
performers, found the feedback to be useful and motivating. These students appreciated the clarity
and timeliness of the feedback, which helped them stay on track academically. Moderate-performing
students were slightly less enthusiastic but still found the feedback beneficial. They noted that the
feedback helped them identify areas where they could improve, though some expressed a desire for
more specific guidance or felt that it did not represent an accurate picture of their level of
engagement. At-risk students, while the least likely to respond to the survey, provided mixed
feedback. Some at-risk students indicated that the feedback was useful, but others expressed
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frustration, feeling that the feedback did not offer them the support they needed to make significant
improvements. Students were also asked whether the feedback motivated them to engage with
specific academic resources, such as lectures, VLE materials, and tutoring services. Over 80% of
students reported that the feedback motivated them to use the VLE more frequently. This aligns with
the earlier findings that post-intervention VLE activity increased, particularly among high and
moderate performers. Approximately 75% of respondents indicated that they were more likely to
attend lectures and tutorials after receiving the feedback. Interestingly, fewer students (around 25%)
reported that the feedback encouraged them to seek additional support from academic advisors or
learning centers. This indicates that while the feedback successfully motivated students to engage
with core academic resources, more targeted efforts are needed to increase the use of supplementary
support services. In terms of future interventions, many students expressed interest in receiving
similar feedback in other modules. However, some students suggested improvements to the feedback
mechanism, such as providing more detailed, personalized advice on how to improve in specific areas
of the course.

4 CONCLUSIONS AND IMPLICATIONS

The results of this project show that learning analytics, when applied thoughtfully, can have a
significant positive impact on student engagement and academic performance. Yet, the differences in
predictive accuracy suggest that predictive models work better in certain academic settings than
others, particularly when the blended learning and assessment approach heavily relies on the use of
the VLE. Also, future work could focus on refining the predictive models to better account for
moderate performers, who often fluctuate between success and failure. The intervention led to
increased engagement with the VLE and other course materials, particularly among high-performing
and moderate-performing students. However, engaging at-risk students remains a challenge, and
more personalized, targeted interventions to help these students improve their performance are
called for. This could involve real-time feedback throughout the semester and adaptive learning
resources that are responsive to the individual student’s needs and engagement patterns, and a
tighter integration with the personal advisor system.

Finally, the survey results suggest that students appreciate receiving feedback on their academic
performance and would like to see such interventions expanded to other courses. The feedback
provided was particularly useful for motivating students to stay engaged with the course, although
more work is needed to encourage students to take full advantage of available support services.
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ABSTRACT: This study addresses the challenges of tracking and analyzing students' learning
trajectories, particularly the issue of inadequate knowledge coverage in course assessments.
Traditional assessment tools often fail to fully cover course content, leading to imprecise
evaluations of student mastery. To tackle this problem, the study proposes a knowledge
graph construction method based on large language models (LLMs), which transforms
learning materials into structured data and generates personalized learning trajectory graphs
by analyzing students' test data. Experimental results demonstrate that the model effectively
alerts teachers to potential biases in their exam questions and tracks individual student
progress. This system not only enhances the accuracy of learning assessments but also helps
teachers provide timely guidance to students who are falling behind, thereby improving
overall teaching strategies.

Keywords: Learning Trajectory, Knowledge Graph, Large Language Model

1 INTRODUCTION

Tracking and analyzing students' learning trajectories has become crucial in contemporary education
(Ellis et al., 2014). Educational service platforms have already been implemented in industry, and
academic research focuses on developing tools to explain and observe learning behaviors. For
example, in 2012, Anna Lea Dyckhoff, Dennis Zielke, and others proposed the Exploratory Learning
Analytics Toolkit (eLAT), which provides teachers with a user-friendly interface to explore students'
learning activities and assessment results through data visualization, allowing them to reflect on and
improve teaching strategies.

Similarly, José Michel Fogaca Vieira et al. proposed various methods of representing learning
trajectories. However, these approaches are often limited to data display and are not widely
applicable across different academic subjects. Therefore, we devised a strategy based on knowledge
graph analysis that enables teachers to grasp students' learning progress better. For instance, it can
monitor the extent of students' curriculum coverage and observe changes over time, providing
insights into their learning trajectories.

This study introduces a system that leverages knowledge graphs built from large language models
(LLMs) to analyze learning materials and track students' progress. By transforming the materials into
a structured list of nodes and relationships, individualized knowledge graphs are generated for each
student, integrating exam data to assess academic performance and teaching effectiveness. Applied
to an introductory Python programming course at a national university in Taiwan, the system
identified gaps in exam coverage and student progress, helping teachers adjust the scope of exams
and providing targeted support to students lagging.
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2 METHOD

Refined Course Materials Module

Lo _ &

— Eh —
course == refined list of

materials LLM course materials

/ Event Relation KG Extraction Module / \ Entity Relation KG Extraction Module \\
d—1n 2 O => . O
B _& . % @ %
P — () — 00 — { @\ — (e]0)
pavat

refined list of refined list of EE )
course materials LLM event entity course materials LLM event entity
OOO " "‘% OOO degh
00 s LN 5 . 00 s (2h —s
refined list 2 refined list ) bk
ofcourse  evententity LLM event of course _event entity LLM event

\materials relation KG \ / I relation KG/

MCQ KG Extraction Module

68 ¢85 o

multiple choice event event
questions relation KG relation KG LLM MCQKG

Figure 1: Multiple-choice Questions Knowledge Graph Construction Framework Diagram

As shown in the first step of Figure 1, we converted the course materials into text files. We used a
Large Language Model (LLM) to create a refined list by removing unnecessary conjunctions and
particles. This structured the content into concrete and meaningful data, making it more organized
and interpretable for the subsequent construction and analysis of the knowledge graph, thus
improving the accuracy and effectiveness of learning trajectory measurement.

In the second step of Figure 1, following Ling Feng Zhong et al., we extracted nodes (entities) from the
refined list of materials, categorizing them as general nodes (people, objects, time, places) and event
nodes (specific events). Using Shuang Yu et al.'s method, we utilized the LLM to automatically generate
relationships (entity relations) between nodes, enhancing efficiency and accuracy. We then input both
the general nodes and refined list into the LLM to create relationships, mainly verbs or prepositions
connecting two nodes. Event nodes were also processed similarly to establish causal and sequential
connections, forming a complete knowledge graph.

In the third step of Figure 1, we tracked students' learning trajectories using quizzes, midterms, and
final exams to build their knowledge paths. Multiple-choice questions and answers from these
assessments were input into the LLM and knowledge graph. The Chain-of-Thought (COT) process in
Prompt Engineering enabled the LLM to match these questions to the corresponding edges in the
knowledge graph, allowing a detailed mapping of student learning progress.

Once we had determined which edges in the knowledge graph corresponded to each question, we
could create a personalized knowledge graph for each student to record their learning trajectory.
When students correctly answered a question, we marked the corresponding edge in their knowledge
graph. Through this complete learning trajectory-building process, we could study the changes in
students' knowledge paths and use them to evaluate their abilities and the effectiveness of the course.
Below are four aspects that can be explored in research:
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e Changes in the knowledge graph correspond to different score groups.

¢ Identifying key knowledge points to determine which gaps lead to difficulty answering specific
guestions, thus causing learning bottlenecks.

e Changes in the coverage of knowledge points across the class are needed to assess whether
students have mastered all the knowledge covered by the course after the teacher's
instruction.

e Evaluating whether the test comprehensively assesses the knowledge students learn in the
classroom.

3 CASE STUDY
3.1 Knowledge Node Coverage Warning and Cognitive Bias System for Instructors

Our framework model was implemented in an experimental research study on an introductory Python
Programming course at a national university in Taiwan. A total of 47 students participated fully in the
study. During the course, each student completed three standardized and unbiased multiple-choice
assessments designed by the course instructor based on the curriculum and related to fundamental
Python programming skills. In Figure 2, the color differences reflect knowledge point coverage across
testing phases. Green dots in the Pre Test represent foundational knowledge assessed before
instruction, while purple and blue dots in the Midterm and Post Test indicate knowledge introduced
or reinforced during teaching. This highlights curriculum progression and helps identify gaps or newly
emphasized concepts.

The study results are shown in Figure 3, which highlights part of the knowledge graph depicting the
distribution of knowledge nodes across the three assessments. The percentage of knowledge nodes
covered was 6.1% in the pre-test, 8.8% in the mid-term exam, and 6.1% in the post-test. It was noted
that the knowledge nodes in the pre-test and post-test overlapped significantly with those in the mid-
term exam. This suggests that the instructor’s selection of knowledge points may have been
influenced by selective attention, a phenomenon where focus is unintentionally directed toward
specific areas, potentially overlooking other important knowledge nodes. As a result, the three
assessments did not adequately cover the entire scope of the course content. Our system allows for
early detection of such gaps, helping instructors adjust the scope and content of future assessments.

Pre Test Midterm Post Test
Coverage Rate = 6.1 % Coverage Rate =8.8 % Coverage Rate = 6.1 %

Figure 2: Intersection of Knowledge Graph Coverage for Three Assessments and the Overall
Python Course.
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3.2 Student Performance Warning System

We also analyzed the growth rate of knowledge nodes for individual students across the three
assessments and compared it to the class average. Figure 3 compares a student's knowledge graph
coverage with the class average. The student's coverage rate for knowledge nodes in the mid-term
exam was 79.4%. In the figure, the red areas represent the course's knowledge points, the yellow
areas indicate the knowledge points already mastered by the student, and the green areas indicate
the knowledge points the student lags the class average in mastering. Using our system, students can
identify areas requiring improvement and receive targeted alerts based on their level of knowledge
deficiency.
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Figure 3: Knowledge Graph Comparison Between an Individual Student's Mastery and the Class
Average.

4 CONCLUSION

This paper proposes a knowledge graph-based method using LLM to track and analyze students'
learning trajectories, addressing the issue of incomplete coverage in traditional assessments.
Individualized knowledge graphs are generated by converting teaching materials into structured data
and integrating them with students' test results, mapping learning progress, and identifying gaps. The
system helps educators adjust exam content, track performance, and support students, improving
assessment accuracy and teaching strategies.
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ABSTRACT: This paper presents a human-in-the-loop development and implementation of a
Socratic generative artificial intelligence (GenAl) tutor for undergraduate statistics courses.
GenAl has potential to personalize and encourage desired deep learning behaviors in a diverse
student population. However, thorough planning and evaluations are essential to ensure
responsible use of Al. Our systematic approach started with a GenAl tutor designed with
course coordinators and instructors, followed by a trial phase involving student volunteers and
instructors. The GenAl tutor was piloted in a real class setting, with data collected on the
conversation logs, the experiences of both students and instructors, as well as the resulting
outcomes. This approach fosters trust in GenAl and facilitates continuous improvement. The
findings contribute to the ongoing discourse surrounding the use of Al in learning
environments, with a particular focus on enhancing human capabilities.

Keywords: Human-in-the-loop, generative Al, pedagogically designed chatbot, analytics
dashboard, technology-enhanced learning

1 INTRODUCTION

The integration of generative artificial intelligence (GenAl) into education is transforming the way
learning support can be designed and delivered. GenAl shows huge potential to offer personalized
learning to students at scale. However, ensuring that these agents effectively contribute to the
intended learning outcomes requires thoughtful design and continuous human involvement. Before
any large-scale deployment, their effectiveness in terms of accuracy of responses, quality of
engagement, and learning gains must be rigorously designed and studied.

2 THE CHATBOT DESIGN APPROACH

Figure 1 depicts our approach to implementing GenAl tutors responsibly. Our journey begins with
identifying the courses most in need of additional teaching support. Statistics is a core subject for the
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large and diverse undergraduate student population at our university. In the statistics course of this
paper, 90% of the students have historically requested for tutoring support. There are approximately
600 students in each cohort, making it a prime candidate for experimentation.

¥ 5 . Faculty Pre- Faculty & Faculty &
CgDe;!gntwrth \I;us;;u:_tor —» Exps;lrr;ental Testing and —» Student —» Student
ooreinators slication by Evaluation Feedback Feedforward

t | t |

Figure 1: Human-in-the-Loop GenAl Deployment Approach

Co-Design with Coordinators: The coordinators wanted the GenAl tutor to be pedagogically designed
as a Socratic GenAl tutor to facilitate inquiry-based, step-by-step problem-solving to deepen students’
conceptual understanding of statistic concepts taught in the course. As the university’s learning
analytics center, the development team also wanted to give the instructors the ability to monitor their
students’ use of the GenAl tutor in their learning.

As such, the design of the GenAl tutor comprised two main parts: a student-facing GenAl tutor and a
faculty-facing dashboard. Developed as a prototype using Streamlit web application framework
(https://streamlit.io/), the GenAl tutor aided students in learning statistics through a ChatGPT-like
interface. As shown in Figure 2, it was prompt engineered and grounded with curated course materials
to enable the desired Socratic pedagogical behavior and learning experience.

@ What is the sample space?

P The sample space in statistics is the set of all possible outcomes of a random experiment. It's denoted by the letter 'S’
and includes every outcome that can possibly occur. For example, if we're talking about rolling a single six-sided die,
the sample space would be the set of numbers that can appear on the top face after a roll, which is $={1,2,3,4,5,6}.

Now, let's consider a simple scenario to help you understand the concept of a sample space. Imagine you have a coin
that you're going to flip. What do you think the sample space would be in this case?

Currently specialized in Year 1 Statistics ) X

course IS NN ofers tailored, @ Head and Tail

step-by-step guidance to make your

learning process easier. &y Correct, the sample space for flipping a coin is S = {Head, Tail}. This means that there are two possible outcomes when

&) youflipthe coin: it can either land on heads or tails.
Please note that (il is in its testing
Now, let's take this a step further. If you were to flip the coin twice, what do you think the sample space would look like
occasional delayed responses or issues then?

with formula displays. The [l team is
@) ¢ emanacrn
values your patience and feedback.

IR Almost there! You've listed three of the possible outcomes when flipping a coin twice. However, there is one more
outcome that you haven't mentioned yet. You've got (H, H) for both heads, (H, T) for heads then tails, and (T, T) for both

You are signed in as: tails.

phase. Hence, you m:

Can you identify the fourth possible outcome when flipping a coin twice?
Logout

Figure 2: GenAl tutor which is 1) grounded with course materials, and 2) prompt-engineered to
deconstruct questions and guide students.

Instructor Validation: Before experimenting the GenAl tutor with students, course instructors were
recruited to assess the accuracy and the quality of the GenAl tutor’s response (Qiu W. , et al., 2024).
These subject matter experts were asked to evaluate the chatbot's answers against two predefined
criteria identified by the course coordinators — accuracy of the response and quality of the
engagement. The evaluation revealed an accuracy rate exceeding 80%, with a high level of agreement
among evaluators, reflected in a Randolph kappa score of 0.704. At the same time, we noted from the
instructor validation and feedback that the Socratic engagement needed to be further refined with
prompt engineering.

Experimental Study with Students: Before piloting the GenAl tutor in a real class, we conducted an
experimental study to understand its impact on student learning. Following approval from the
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Institutional Review Board, we invited students who were either weak in statistics or had never taken
statistics courses before to participate in an experimental study. Students were asked for their consent
at the beginning of the study and were informed that they could withdraw from the study at any given
time. Moreover, participants who provided feedback were made aware that their responses would be
recorded for research purposes and were assured that their personal information would remain
confidential throughout the process.

The three-week study randomly assigned 45 student volunteers into a control and experimental
group. The control group interacted with the baseline chatbot using GPT-4-Turbo. The experimental
group used our Socratic GenAl tutor with the same GPT-4 model. Both chatbots are grounded with
the same curated materials. The key difference was that the baseline chatbot was not prompt
engineered, and students were unaware of their assignment. Pre and post-tests were administered
on 12 topics learned and post-study feedback was collected along with conversation log data. The
experimental group showed higher learning gains compared to the control group (Qiu W., et al,,
2024), especially when they questioned the GenAl tutor’s response and asked for application
examples to test their knowledge (Lai, et al., 2024). The Socratic approach encouraged students to
engage more often and on more complex topics. Finally, student feedback indicated a preference for
our GenAl tutor, given its explanations and guidance, but suggested that its response time can be
improved. Overall, the findings gave us the confidence to deploy the GenAl tutor in a real class with
some refinements to ensure faster performance.

At the same time, the student-chatbot interactions were collected, analyzed, and presented in a
faculty- dashboard. In essence, we wanted the dashboard to be both a learning support tool and a
resource for improving teaching strategies based on real-time analytics. We surveyed the coordinators
and other faculty (n = 15) on the measures that they want presented on the dashboard. The popular
choices included the frequency students use the GenAl tutor, the topics asked, the cognitive level of
student questions, and student feedback on the GenAl tutor’s answers. These feedback were
incorporated into the design of the faculty dashboard as shown in Figure 3.

Faculty Analytics Dashboard

Most Asked Topics

|
L]
|

Figure 3: The Content section view of the faculty analytics dashboard.
3 THE EXPERIMENT IN PRACTICE

In preparation for a large-scale rollout, we collaborated extensively with course coordinators and
instructors to conduct a pilot study within real classroom environments for a few weeks. This pilot
was an essential component of our human-in-the-loop approach, ensuring that the GenAl tutor was

Creative Commons License, Attribution - NonCommercial-NoDerivs 3.0 Unported (CC BY-NC-ND 3.0)

35



Companion Proceedings 15" International Conference on Learning Analytics & Knowledge (LAK25)

not only effective in a controlled environment but was also aligned with both faculty expectations and
student learning needs in a real class.

Faculty Pre-Testing and Evaluation: The course coordinator and instructors were again invited to
thoroughly test the GenAl tutor’s performance since a new model, GPT-40, was released. They
assessed its responses across a variety of content areas, ensuring that the GenAl tutor’s outputs were
accurate, contextually appropriate, and pedagogically sound. They also gave feedback on the faculty
dashboard, which led to the addition of a new data export function and several quality-of-life
improvements.

Faculty/Student Feedback and Feedforward: Throughout the pilot, the course coordinators and
instructors worked with the development team to address major technical and performance issues.
At the same time, they monitored and provided elaboration on responses from the Socratic GenAl
tutor that students downvoted. This feedback loop was essential for not only addressing
hallucinations but also ensuring the completeness of the responses, with the ultimate goal of
improving the quality of the responses generated by the chatbot.

At the time of writing, the GenAl tutor is still being piloted. We intend to collect student and faculty
experience as well as performance data to improve its usefulness for statistical learning before rolling
out for the entire semester and other similar courses. We anticipate that feedforward will be an
ongoing iterative process as the technology advances and as learning needs evolve.

4 CONCLUSION

Our experience in implementing a pedagogically designed GenAl tutor demonstrated both the
potential and importance of involving humans when using Al to support learning. The encouraging
findings from the various stages of implementation may have shown the power of Al, but this is only
possible with human involvement every step of the way. We hope that our approach offers ideas for
other institutions to discuss how best to implement GenAl for education responsibly.
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ABSTRACT: This report presents the development and implementation of learning analytics
metrics to evaluate student engagement in a MOOC-based program. The initiative aims to address
the limitations of traditional evaluation methods by introducing a three-tiered system of metrics:
course monitoring metrics, course evaluation metrics, and program-level metrics. These metrics
offer practical insights into student behavior, support timely interventions, and guide course
design improvements. Our findings highlight the critical impact of data-driven decision-making in
online education, with implications for improving student outcomes and program management in
MOOCs.

Keywords: Learning analytics, online education, MOOC performance evaluation, student
engagement analytics, educational data dashboards, program management.

1 INTRODUCTION

Massive Open Online Courses (MOOCs) have expanded educational access, providing flexible learning
opportunities to diverse global audiences. However, tracking student progress and engagement within
these environments remains a challenge, as traditional metrics offer limited insights into the nuanced
learning pathways students navigate in these courses (Hadi & Gagen, 2016).

To address these gaps, we developed and implemented a set of metrics designed to capture real-time,
post-course, and program-wide performance data. This initiative builds on data-driven approaches to
provide educators, course designers, and program administrators with comprehensive insights into
student engagement, ultimately supporting timely interventions and long-term course improvements.

2 DEVELOPMENT OF METRICS
2.1 Course Monitoring Metrics

The first set of metrics provides real-time insights into course activity. MOOC instructors value good
visualizations that provide information beyond just grades (Stephens-Martinez et al., 2014). By tracking
enrollment, verification status (students who paid for the option to earn a certificate), weekly graded
assignment completion, average grades, and forum activity, course administrators can monitor student
participation as it happens. This real-time data helps identify immediate issues, such as declining
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assignment submission rates or low forum engagement, allowing for swift interventions, such as sending
targeted communications to re-engage students. They also enhance visibility of course performance and
student progress and provide a reporting standard for the whole team.

Grades Dashboard
Grade Boxplot

All Activity

§
L

E

Al
Wi
i
i
e

Number of Records +

Gradas Summary

WOLHW1 WO2HW2 WOIHW3 WO4HWA WOSME WOZ:HWS WOSHWE WOSHW7 WIOHWS — WI2FE
Attempted 542 522 526 519 541 507 496 258 87 2
Q1 80% 75% 85% 90% 63% 84% 80% 87% 93% 84%
Avg. 82% 81% 87% 90% 73% 88% 86% 85% 92% 88%
Median 90% 90% 95% 100% 7% 96% 92% 99% 98% 8%
Q3 100% 100% 100% 100% 88% 99% 100% 100% 100% 91%
Pass Rate 86% 82% 91% 89% 7% 92% 93% 87% 93% 100%

Figure 1: Course Monitoring Metrics Dashboard

2.2 Course Evaluation Metrics

After course completion, post-hoc metrics offer a deeper analysis of student behaviors and outcomes.
Key metrics include the number of enrollments, verified students, active participants, and “zombies” (a
zombie is a student who paid for the option to get a certificate but did not complete any graded
assignment in the course). We also measure completion and certification rates, and calculate important
ratios such as conversion, retention, and pass rates. Additionally, we include metrics that reflect students’
perception of the course, such as NPS, collected through feedback surveys. This set of metrics is vital for
reflecting on course performance and identifying areas for improvement in future iterations.

Coursenumbers =

{wmunu l Verified* l Zombies l Active l Completers I Certificates I ‘
‘ 12707 ‘ 1487 | 348 | 1139 ‘ 896 | 730 | ‘ D e
Ratios . . darman * —
Conversion | Zombies | Retention rate | Retention rate Pass rate Pass rate
rate % % factive) % | (completer) % | (verified) % | (completers) % a
11.7% 24% 79% 60% 51% B81% -

Grades

Average ] [ cn on A% % 13 D%
grade
(centficates)

76.3 94 193 220 224 13% 26% 30% 31%

Figure 2: Course Evaluation Metrics dashboard

2.3 Program-Level Metrics

The third set of metrics supports program-wide management by tracking trends across multiple course
runs and cohorts. Delivered through an interactive dashboard, these metrics include enrollments,
verification rates, pass rates, program credentials, and student demographics (e.g., geography, gender,
age). This dashboard provides program administrators with the ability to monitor trends over time, such
as variations in enrollment and verification numbers, and completion and passing rates per course,
allowing for data-driven adjustments at the program level.
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Figure 3: Verified learners per course (color-coded) over the years

3 IMPLEMENTATION

The metrics were implemented in a MOOC-based program hosted on the edX platform, consisting of five
MOOCs and a final exam leading to a program credential. Data on enrollment, verification, progress in
graded assignments, and demographics were extracted from edX and processed using Python and Excel.
Visualizations and dashboards were created with Tableau. And an interactive dashboard was created
supported by technology from the MIT CAVE Lab, to offer retrospective insights into course and program
performance.

Instructors and course administrators were actively involved in shaping these metrics to align with real-
world instructional needs. Regular feedback loops between staff and the metrics development team
ensured that the data captured was relevant and actionable. Despite the successful implementation of
these metrics, data latency remained a challenge, as data feeds from the edX platform require time to
refresh, affecting the timeliness of real-time in-course interventions.

4 RESULTS
4.1 Course Monitoring Metrics

Real-time metrics enabled us to identify and address issues as courses were running. For instance,
unusually low grades on specific assignments prompted immediate reviews and corrections, improving
student outcomes. These metrics also allowed for early detection of disengagement, such as drops in
forum activity or assignment completion. In response, targeted communication campaigns to re-engage
students were deployed. Results from these interventions revealed that that while modifications to
course content had a significant positive impact on students’ engagement (Borrella et al., 2022), targeted
email communications had no impact on dropout rates (Borrella et al., 2019).

4.2 Course Evaluation Metrics

Post-hoc analyses provided comprehensive insights into course performance. One notable finding was the
high “zombie” rate of 30-35% in the first course, compared to 20-25% in subsequent courses. (A “zombie”
is defined in section 2.2.) This led to a review of the first course structure, transitioning from an instructor-
paced to a self-paced course, and the development of strategies to enhance early engagement through
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the implementation of a student-facing learning analytics dashboard. Further research could explore
other targeted interventions, such as more interactive content or personalized learning pathways, to
reduce early dropout rates.

Additionally, a “funnel effect” was observed in all courses, with engagement declining after the midterm
exam, which accounted for 35% of the final grade. To address this, the midterm exam content was
thoroughly reviewed, making sure it covered foundational knowledge rather than marginal topics
(Borrella et al., 2022). Post-midterm pacing was also adjusted, improving retention and completion rates.

4.3 Program-Level Metrics

Program-wide metrics revealed trends in student demographics and outcomes. For instance, students
from Europe, South America, and Oceania had higher pass rates (around 66%) compared to those from
North America and Asia (around 50%). These regional differences suggest variations in student
commitment, which may be influenced by cultural or educational factors, and it underscores the need for
tailored support based on student demographics, further enhancing the global accessibility of MOOCs.
The dashboard also highlighted that, despite declining overall enroliments, the verification rate had
increased, indicating sustained interest in obtaining formal credentials. This trend may be driven by the
increasing number of companies using microcredentials to upskill their workforce.

5 CONCLUSION

The development and application of comprehensive learning analytics metrics in this MOOC program has
significantly improved our ability to track and analyze student behavior, engagement, and performance.
By leveraging real-time, post-hoc, and program-wide data, we were able to implement timely
interventions, enhance course design, and improve program management. While challenges remain,
particularly around data latency and early-course engagement, our approach demonstrates the value of
data-driven decision-making in online education.

Our metrics-based approach to course monitoring and program management provides a model for other
institutions seeking to enhance their online programs through data-driven insights.
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ABSTRACT: The Keele University Foundation Year (KUFY) is a route to undergraduate study
typically for students from underrepresented backgrounds with mixed experiences in their
journeys through the education system. The KUFY recognises the strategic value of learner
analytics in addressing student engagement and retention. Analysing student data facilitates
implementation of targeted interventions that boost engagement over the entire student
journey. This presentation considers how data-driven insights enhance student success and
learning experiences, examining the implementation of learner analytics, considerations
surrounding student data, and their impact. These initiatives lead to evidence-based strategies
that enhance inclusivity and student support, aligned to wider university priorities.

Keywords: data-driven insights, engagement analytics, foundation year, inclusivity, retention,
student engagement, targeted interventions

1 ENHANCING STUDENT SUCCESS USING ENGAGEMENT ANALYTICS

Over the past two decades, the UK’s higher education sector has undergone significant
transformations, driven by a steady increase in student numbers and a shift in demographic
composition (Wong & Hoskins, 2019, 2022). This dynamic landscape has created a more complex and
competitive environment (Jewitt 2020), highlighting the need for universities to adapt their strategies
and leverage innovative tools to maximise the best possible student experience and outcomes to meet
the diverse needs and expectations of all student groups and cohorts. Engagement dashboards and
learner analytics are increasingly seen as powerful tools to enhance student success with academic
institutions adopting early warning systems to efficiently identify students at risk (Rimmington, 2024).

In this context, student engagement encompasses active involvement in educational and social
activities, representing the practices and attitudes that contribute to successful teaching and learning
in higher education, "a desirable set of practices and orientations in students which should be worked

III

towards or encouraged for teaching in higher education to be deemed successful” (Gourlay and Oliver,

2018), and significantly impacts student achievement (Kahu, 2013).

The Foundation Year at Keele University is tailored to students from diverse backgrounds, providing
the academic and personal skills needed for degree success and bridging the gap between secondary
education and university. The size and complexity of the KUFY brings opportunities and challenges in
fostering inclusive and equitable learning experiences. Although student engagement has rightly
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gained prominence in recent years, it remains conceptually blurred (Appleton, Christenson and
Furlong, 2008; Reschly and Christenson, 2012; Azevedo, 2015). Engagement is complex and individual,
covering behaviour, emotion and cognition. Engagement analytics have been instrumental in
developing a proactive and strategic approach to providing targeted and timely student support.

2 THE IMPETUS FOR CHANGE

Although student retention is regulated in the UK, the associated B3 metric (OfS, 2024) around
successful outcomes for all fails to capture the multifaceted nature of student success, as retention is
often a symptom of deeper underlying issues, particularly those related to mental health. Keele
University has strived to use engagement data to meaningfully understand and address these
concerns, intervene early where appropriate to meet the moral commitment to provide the support
students need and deserve and, additionally, to support university finances.

To overcome the complexities of fragmented student data and poor staff data literacy, an engagement
analytics pilot study was launched. The chosen platform addressed the need for data democratisation,
enabling frontline staff to easily access and act early based on insights from student engagement data
(Poirier etal., 2021, Yang and Li, 2020). To gain stakeholder buy-in, the platform presented clear, user-
friendly information and empowers users with varying data literacy levels to make informed decisions.

2.1 Addressing early challenges through a pilot study

In 2021/22, the successful pilot of the SSREAM engagement analytics platform enabled Keele to gain
confidence in understanding the engagement profiles of the FY cohort and the platform was rolled
out university-wide in 2022/23. All Academic Mentors were trained in its usage, and the data, along
with other indicators like assessment submissions, were utilised to identify and support students
needing academic assistance. Further refinement of engagement profiles followed in 2023/24,
alongside targeted interventions for student cohorts based on these profiles. During the pilot, 73% of
students with a ‘High’ or ‘Good’ engagement profile passed all their modules; an additional 10%
required reassessment in only one or two assessments. In contrast, only 10% of students with a ‘Low’,
‘Very Low’, or ‘None’ engagement profile passed all their modules, with 53% failing all modules.

Effective communication and access to reliable data are crucial for promptly identifying and
addressing student needs. However, the scale and diversity of the KUFY programmes pose challenges
in maintaining consistent, reliable, and real-time communication and data flow. Regardless of the
underlying causes of disengagement, prolonged inactivity risks perpetuating a downward spiral,
fostering negative sentiments toward university life.

3 A TWO-PRONGED APPROACH - INDIVIDUAL AND COHORT

To translate this compelling knowledge into effective actions, a data-driven dual framework that
combined individual and cohort approaches was employed to address reasons for poor engagement
and ensure a nuanced approach to supporting students. The KUFY Centre assessed cohort-level risk
and managed communications while, as the first point of contact for academic concerns, Academic
Mentors undertook 1:1 meetings and liaised with Student Experience and Support Officers for non-
academic issues. Analytics data enabled more transparent, meaningful conversations, fostered
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student ownership of their learning and enabled mentors to provide personalised feedback. The
platform’s flexibility in analysing engagement data over different periods allowed mentors to uncover
underlying factors influencing student progress and provide timely support.

Exitwithdrawn as a % of s

Figure 1: Cumulative percentage withdrawal rates

While the data did not explain the reasons behind a student's early 'disengagement’, initiating
communication could potentially prompt students to seek support from alternative networks such as
friends and family. Comparing monthly withdrawal data, Figure 1 indicates a significant decrease in
student withdrawal rates since the implementation of the retention and engagement framework, with
the pilot also showing that the engagement data is compelling in identifying students by their
engagement profile and relating it to academic performance. This year has seen the largest absolute
number of students successfully progressing into their respective schools.

4 LESSONS LEARNED

While cohort-level engagement data provides proxy insights into student behaviour and improvement
areas (Muir et al. 2019), this does not fully indicate individual potential or the complexities within
individual engagement patterns (Xu et al. 2023). When implementing success and retention strategies,
students should not be labelled or stigmatised based on their engagement profiles; the purpose and
use of the data must be communicated in a sensitive and empowering manner. Open communication
fosters authentic conversations with students and provides the tools and decision-making capabilities
to understand student engagement patterns and develop strategies to improve learning.

The presentation will explore Keele University’s comprehensive, data-informed intervention strategy,
‘what worked and what didn’t work’. This strategy is nuanced to cater to all students and develops a
sophisticated, context-laden intervention matrix that is dynamic, and robustly evaluated and refined
to ensure effectiveness. Early, supportive, and honest outreach is crucial. The SSREAM engagement
analytics platform helps, and better tools and methods are positively impacting retention and success.
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ABSTRACT: Instructors desire quality dialogue and balanced interactions from students in
discussion settings. Too many students in a forum may lead to information overload, while too
few students may not be productive. A healthy blend of initiative and responsive output from
each student in discussions is also a reasonable pedagogical goal. Built-in social annotation
platform data organized on a per-document basis is lacking in student-centered longitudinal
metrics, which have been suggested in many prior dashboard studies. In this practitioner
report, a longitudinal analysis of student social annotation output across numerous
documents allowed flagging of those clearly outside an initiative/responsive norm. This
suggests an early to mid-course correction and valuable dashboard metric, as these same
students would not have been identified by other common metrics. Cycling students through
various group sizes also influenced the initiative/responsive balance, with desirable outcomes
in two out of three sizes tested. Consideration of how metrics fit pedagogical goals will be
essential in building future social annotation dashboards.

Keywords: Social Annotation, Collaborative Discussion, Personalized Feedback

1 INTRODUCTION

For learning analytics information to be actionable, information gathered from students needs to be
aligned with an instructor’s pedagogical goals (Lockyer et al., 2013; Wise & Jung, 2019). Instructors
are faced with a wealth of information, but not always a clear path to future intervention. In a study
by Dazo et al. (2017), an instructor shared:

“In general, initially | was very hungry for analytics. Over time, | realized that.....| have the data,
but | don’t necessarily know what interventions to use to get the end result that | want.”

Through the lens of social learning analytics, instructors are prompted to consider how student activity
traces will be experienced by other students, and how student behaviors may compare to a norm
established by the rest of the class (Shum & Ferguson, 2012). Sometimes, norms may need to be
positively nudged by an instructor’s intent. Recent work laments the absence of reports on the impact
of analytics-informed adjustments on teaching practice, and provides suggestions for a dashboard
applicable to social annotation (Hong et al., 2024). In this practitioner report, also dealing with social
annotation output, the reader will see how student annotation behavior can be shaped through a
class-wide intervention, and longitudinal analysis of individual students will indicate a targeted
intervention based on the pedagogical intention of balanced responsive and initiative student output.

Social annotation platforms (i.e. hypothes.is, Perusall) take advantage of the natural inclination to
mark up a text (questions, thought prompts, links to other material, etc.), and enable the sharing of
annotations to drive further engagement. Students can initiate an annotation thread from any point
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in the source text and can also respond to the annotations of others to build discussion threads. Group
sizes are pertinent to any student discussion forum, whether it occurs on a MOOG, traditional LMS-
based forum, or with social annotation. Too many students in a discussion group may leave a student
feeling overwhelmed and that everything interesting has already been said by the time they arrive to
the forum. On the other hand, too few students in a group may fail to leverage the power of a crowd
and diversity of thought from different members. Two heads may be better than one, but are 20 heads
better than 10 heads, or 5 heads? There has been scant prior research on this in the social annotation
field. The current default for group size on the Perusall platform is set to 20 students, perhaps
informed by one prior study examining thread lengths and annotation quality, finding a quality plateau
between 10 and 40 students (Miller et al., 2016). It is possible that ideal group size may vary with the
level of the students, and the type of document being annotated, but research in this area is lacking.

The Perusall platform provides many metrics on a given annotated document. These include: grade
distributions based on machine learning assessment of comments, submission time heat maps, page
view reports, and student activity reports. The student activity reports give information such as: total
comments, threads started, responses made, upvoting behavior, and average number of words per
comment for each student. There is currently no built-in metric that looks at student performance
across multiple annotated documents. Following an individual’s output over multiple documents in a
course could yield actionable information for intervention and improvement.

A student who only initiates discussions (makes the first annotation in a thread), may not be
consuming subsequent responses, may not be motivated to respond to challenges to their initial post,
and may not be consuming content generated by other students in other threads. On the other hand,
a student who only responds, may be taking a short cut on reading the source text and orienting their
output around what their classmates have said. These are worst-case scenarios, but demonstrate how
a blend of responsive and initiative annotation is a reasonable pedagogical goal for an instructor
overseeing social annotation.

In this practitioner report, students were cycled through various group sizes to look for an ideal, and
longitudinal measurements yielded a helpful student-centered metric based on the pedagogical
intention of balanced responsive and initiative output.

2 METHODS

The study took place with first year Master’s students, in a university in the United States, in a course
focused on the analysis of scientific primary research articles. Two student cohorts participated: a
2022-23 cohort of 21 students, and a 2023—-2024 cohort of 19 students, for a total of 40 students. The
research proposal was reviewed by the university’s Human Research Protection Program, received
the lowest risk categorization, and students provided informed consent. The students cycled through
various annotation group sizes throughout the academic year, as each cohort analyzed 12 research
articles using Perusall (see cycling sequences and representative access level rectangles in Figure 1).
All students experienced all conditions (small group/low peer access: 4 groups of approximately 5
students; medium group/medium peer access: 2 groups of approximately 10 students; large
group/large peer access: 1 group of approximately 20 students), and the sequences were inverted
from one cohort to the next. The author prefers the term access level over group size. Obviously,
output by a group of 20 students will be greater than that of one group of 5 students; that type of

Creative Commons License, Attribution - NonCommercial-NoDerivs 3.0 Unported (CC BY-NC-ND 3.0)

46



Companion Proceedings 15t International Conference on Learning Analytics & Knowledge (LAK25)

analysis is not given here. This report focusses on initiative (1% annotation made) versus responsive
(2" or later annotation in a thread) output balance. Responsive annotations were divided by the total
number of annotations that each student made to derive a response percentage on a per paper basis.
Initiative percentage is the inverse (i.e. if 70% of a student’s annotations per paper were responsive,
then 30% were initiative). As such, only response percentages are given here. A balanced response
percentage (roughly 50%) stood as a reasonable pedagogical goal for individual student output. Data
was exported from the Perusall platform, then analyzed in Microsoft Excel and GraphPad Prism.

3 RESULTS AND DISCUSSION
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Figure 1: Longitudinal response percentages, flagging high and low cases

Actionable information came from the analysis of individual student traces over time. Students with
the highest (teal 83%, blue 66%) and lowest (orange 6%, red 10%) mean response percentages are
flagged (Figure 1; black bars: mean of all students in cohort on a given paper +/- SEM). These students
are clearly outside the norm for an extended period, on multiple papers. Future interventions could
target such students during the first 3-4 assignments (student in red trace had a 0% response rate in
the first 3 assignments in the 2023-24 cohort), and prompt students whose output is predominantly
responsive to be more initiative, and students whose output is predominantly initiative to be more
responsive. The flagged students had all completed the assignments on time, and it is noteworthy that
they would not have been flagged by looking at either the machine learning automated grading
available on the platform, nor manual grading, as the grading rubric did not take responsive/initiative
balance into account.

The effect of the independent variable of access level, is also evident. When students are exposed to
more annotations from peers, they are more likely to make a response (Figure 2 summarizes both
cohorts, n=40; repeated measures ANOVA; Tukey’s post-hoc test, p values on figure, grey dots: each
student’s mean response % from 4 papers in indicated access level, black bars: mean of all students
+/- SEM). Mean response percentage was 31% while in the low access condition, 41% in the medium
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access condition, and 48% while in the high access condition. The medium and high access conditions
are closer to the desired pedagogical goal of a 50/50 blend of initiative and responsive output.
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Figure 2: Access level influences response balance

In conclusion, access level is a clear driver for response behavior in students, and longitudinal analysis
of response percentage follows from a pedagogical goal. The lowest access level seems to be outside
of a sweet spot, as it is light on dialogic responses. Not all course settings may have the opportunity
to use the largest group size, due to low enrolments. In that case, an instructor may want to take a
larger role in promoting student dialogue. This practitioner report may encourage future social
annotation analyses to follow longitudinal output, and prompt group size optimization for instructors
using social annotation in their own courses.
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ABSTRACT: This position paper describes the ongoing design and application of sequential
data events to determine at risk students in a doctoral of physical therapy (DPT) program.
Data elements were aggregated on each student from external and internal data sources that
span from application through licensure examination. The goal of this initial project was to
aggregate data into cohesive data storage and provide consolidated data visualization to
facilitate data-informed decision-making. This will allow faculty to monitor student success,
identify when and where students are struggling, develop timely remediation practices and
improve future teaching/learning practices. Preliminary analysis links performance below a B
in clinical decision-making didactic courses to first-time failure of licensing board exams,
National Physical Therapy Exam (NPTE). Further, data analytics are focused on identifying
individual assessments early in the curriculum that correlate to poor NPTE performance, in
order to flag at risk students and allow for real time educational interventions during specific
courses.

Keywords: Learning Analytics, Early Detection, Predictive Analytics, Tableau, Student
intervention -remediation, Doctor of physical therapy students

1. PROJECT DESCRIPTION

The cumulative event of any professional education program is the successful completion of a
licensing board exam. The average United States (US) first time pass rate for the National Physical
Therapy Examination (NPTE) in 2023 was 84.9%. Ultimate (two-year pass rate) in 2023 was 97.5%
(The Federation of State Boards of Physical Therapy -Free Basic Pass Rate Report, n.d.). Professional
Physical Therapy (PT) programs are evaluated based upon these metrics and other accreditation
benchmarks. Numerous studies have determined specific variables that are predictive of students
passing the NPTE (Abdolahi et al., 2016; Baldwin et al., 2023; Coleman-Salgado, 2019; Dombkowski et
al., 2023; Heath et al., 2020; Kume et al., 2019; Wolden et al., 2020). Data elements of physical therapy
program applicants as well as grade point averages of students at various points throughout the
course of study have shown correlation with pass scores for first time and ultimate pass rates.
Preadmission data of the undergraduate cumulative GPA (UGPA) was more closely correlated with
the DPT overall GPA whereas the undergraduate pre-requisite science GPA (SGPA) correlated with
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NPTE scores (Fell et al., 2015). The UGPA was also found to be predictive of students NPTE success as
well as predictive of students having academic difficulties in the program (Dombkowski et al., 2023;
Heath et al., 2020; Utzman et al., 2007). Various studies have also linked the SGPA to passing the NPTE
(Fell et al., 2015; Roman & Buman, 2019). Other pre-admission variables such as the GRE have also
been linked to student academic difficulties and the need for remediation in programs (Kume et al.,
2019). In addition to pre-admission criteria, DPT curricular criteria have also been shown to impact
NPTE performance. Time spent in lab working on psychomotor skills was found to be more predictive
of NPTE performance than didactic coursework (Maring et al., 2013; Utley et al., 2016).

While the use of pre-admission data elements as well as end of semester or year GPA’s may provide
insight into potential student poor performance on the NPTE, it does not delineate when the student
is having difficulty during the actual programs course of study. Cui and Chen expressed that course-
level prediction of students course performance is key so that early intervention for improvement and
successful student outcome can occur (Cui et al., 2019). Applying a similar methodology will allow
early identification of DPT students who may be at risk for poor outcomes during the course of the
program and on the NPTE.

Data elements on DPT students are generated from the moment they apply to the program all the
way through licensure examination. This data comes from internal and external sources. There are 7
sources of data. The Physical Therapist Centralized Application Service (PTCAS) is an external database
containing the student’s data as submitted with their program application. The Clinical Internship
Evaluation Tool (CIET) is another external data source that houses clinical rotation performance data
for individual students. The Federation of State Boards of Physical Therapy (FSBPT) is the national
organization and data repository of the board examination data, including practice board and the
NPTE. The FSBPT data is available at multiple levels including school, cohort, student or specific
question level data. Exxat Prism provides the source of all data related to the clinical education
experiences. ExamSoft encompasses written examination data from DPT program across the
curriculum and by all faculty. Banner is the internally deployed Enterprise Resource Planning (ERP)
software based on the implementation of the student information system at the college. Banner
internally houses the official course grades for every student. Brightspace is a cloud-based Learning
Management System (LMS) which accumulates student progress throughout the semester by storing
grades for exams, quizzes and assignments and presenting course material.

The goal of this initial project was to aggregate data into cohesive data storage and provide
consolidated data visualization to facilitate data-informed decision-making. This will allow faculty to
monitor student success, identify when and where students are struggling, develop timely
remediation practices and improve future teaching/learning practices. Additionally, this aggregated
data can be leveraged to improve admissions practices and enhance the curriculum design.
Development of such a robust system of data storage with associated visualization will also expedite
the DPT program’s formal accreditation process through the automation of data collection,
aggregation, and reporting processes.

2. CONSOLIDATING DATA SOURCES FOR EXTRACTION TRANSFORMATION AND LOADING (ETL)

To support the consolidated dashboarding effort it was necessary to provide automated mechanisms
that could extract and normalize the data across disparate systems. The normalization process
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involved the identification of each of the elements that were available and synchronize their data
types, lengths and attributes. It was known that each system did not store the data in consistent
formats, for example: dates were sometimes stored or reported as text strings with varying formats.
The first step in the process was to implement extraction automation wherever possible. To that end
automated programs were developed in Python using Linux shell scripts running on an extraction
schedule that could interface with the various systems, in some cases direct database connections
were created in other cases direct application program interfaces (API) were used. There were also
circumstances where no direct access was available nor were there APl interfaces available, in these
cases, reports were generated from the source systems and placed in a file storage location where
automated processes would ingest the data. In each case regardless of the interface the data was
taken in its raw form and stored in a “transition data store”, whose sole purpose was to act as a
transient location for the data so that it could be further processed. The transition data store is a
MariaDb database.

Once the data was extracted to the transition data store internal database procedures were
developed using structured query language (SQL). These procedures also ran on a schedule and were
triggered after the extractions. The purpose of the procedures is to further transform the data and
subsequently store the data in MariaDb relational databases that coordinated the keys from each of
the source systems into a single data warehouse identifier. In addition to the data that was specific to
the DPT systems, the warehouse also contained institutional data that existed from previous data
warehouse activities or data that was stored as part of the core functions of the data warehouse. All
the data was then loaded into related databases and database tables.

The final step in the process was to create views into the data that could easily be read by the
dashboard tool (Tableau). To facilitate this process a DPT reporting database was created that
provided SQL views which could be subsequently read by the bridge software whose purpose was to
move the data to the cloud data source for the creation of the dashboards. The data views provided
a level of abstraction that isolated the complexity of the underlying data, which provided an ease of
implementation when building the dashboard. In addition, using the views provided additional
security and reduced the exposure of the database to unwanted access. Data connections directly to
the original data sources were forbidden and data was pushed to the cloud dashboard implementation
which eliminated the need for inbound connections. Ultimately the Tableau dashboards had relatively
simple data sources that created a very responsive interface.

3. OUTCOMES

Preliminary analysis of the aggregated data indicates that grades of less than a “B” in the didactic
courses in the examination and evaluation of patients are more indicative of NPTE 1st time failure.
These courses have a very strong clinical decision-making component. Further assessment of
individual assignments, quizzes and each test are the current focus of ongoing data analysis. These
courses occur beyond the second term of the program. The goal is to identify as early as possible,
ideally during the first term course work, students who would benefit from interventions and
remediation. Analysis of courses assignments, quizzes, lab and written exams in the first term and
their association with potential academic difficulties is a primary focus at this time.
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ABSTRACT: This practitioner report introduces an Al-based framework for analyzing students'
reflections. Integrating Large Language Models (LLMs) into educational tools has revolutionized
learning analytics by allowing complex analysis of textual data. Reflective writing is known to
promote cognitive and metacognitive skills among students. However, providing timely
feedback on these reflections is a time-intensive task for educators, often limiting its practice.
This paper introduces Deep-Reflect, an LLM-powered tool designed to automate the analysis
of student reflections by extracting learning outcomes and challenges and visualizing them
through a dynamic dashboard. This tool enables instructors to provide timely feedback and
make data-driven interventions. A case study conducted in a graduate software engineering
course showed that using Deep-Reflect significantly improved student performance. This
finding highlights the potential for LLM-powered tools to enhance reflective learning and
student outcomes in higher education settings.

Keywords: Natural Language Processing, Large Language Models, Learning Analytics, Reflection

1 INTRODUCTION

The rapid advancement of Al has significantly transformed computer science education, leading to
increased reliance on Al-based content among students. While this shift offers several benefits, it
raises concerns about student engagement, learning outcomes, and retention rates in higher
education. Engagement is critical for student success and can be enhanced through formative
assessments, critical thinking, and reflective practices [1]. Reflection plays a crucial role in developing
metacognitive and critical thinking skills, yet conventional assessment methods—such as quizzes,
exams, and surveys—fail to capture real-time learning progress effectively. Manual review of
reflections is time-consuming and can also introduce bias, while quantitative methods may overlook
the complexity and depth of reflective thought. Although ML-based automated text analysis methods
hold promise, these systems require substantial training data and often struggle with context-specific
nuances. This limitation underscores the need for Al-powered tools capable of in-depth analysis of
reflections to provide educators with real-time insights into students' learning outcomes and
challenges. Building on our prior work [2] as the foundation, this study introduces the Deep-Reflect
tool, which leverages LLM capabilities for a more comprehensive analysis of student reflections.
Additionally, we assess students' performance by comparing grades before and after the tool's
implementation. The following sections will review related literature, outline our methodology,
present analysis results, and conclude with discussions on our findings and future directions.
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2 REFLECTION: CHALLENGES AND OPPORTUNITIES

Reflective writing enhances student learning by promoting self-awareness, critical thinking, and
metacognitive skills [2]. Through evaluating their learning experiences, students identify strengths,
areas for improvement, and strategies for personal growth. Research indicates that reflective
practices increase student engagement and enhance learning outcomes by helping students recognize
their knowledge gaps [2]. This active engagement leads to more profound knowledge comprehension,
improves academic performance, and fosters students' motivation, perseverance, and self-efficacy
[3]. While the benefits of reflective writing are well-documented, traditional assessment methods
such as surveys and manual analysis of reflections present significant challenges. These methods often
fail to capture the depth and nuances of reflective thought, and manual analysis can be time-
consuming and subjective, particularly in large classes. As a result, many educators hesitate to
incorporate reflective practices into their curricula despite their potential advantages. However, the
emergence of LLM techniques offers promising opportunities to automate student reflection analysis
and enables educators to gather insights into students' learning efficiently. Many existing research
studies have applied advanced machine learning and natural language processing methods such as
topic modeling, text classification, and transformer-based models for automating reflection analysis
[2,4]. By harnessing these innovative methods, educators can enhance reflective learning practices
and better support students' success. However, gaps still exist in understanding the scalability and
generalizability of these models across diverse educational contexts.

3 METHODOLOGY AND OUTCOMES

In this study, we developed a new tool named Deep-Reflect that leverages the strengths of the LLMs
by employing the LangChain framework along with the GPT3.5 to analyze student reflections.
LangChain is a framework that offers a modular approach to integrating and adopting LLM capabilities
into different applications.
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Figure 1: High-level Architecture of Deep-Reflect

The LangChain framework provides three key features: models, prompts, and parsers. Models refer
to the foundational LLMs, such as GPT-3.5, used in the framework. Prompts create inputs for the LLMs,
and the parsers structure the outputs into a more organized format for downstream tasks. In this
work, we adopted the GPT-3.5 model via OpenAl APl to enhance the precision and accuracy of our
analysis. LangChain prompts are very insightful for in-depth analysis of data. It allows users to interact
with existing models more effectively by customizing these prompts, which improves the precision
and quality of the generated content. LangChain's output parser offers customization options that
extract and organize the LLM output into specific formats based on defined criteria. This flexibility
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ensures that the LLM-generated content is coherent and relevant to the main system goal. In this
study, we crafted LangChain prompts to elicit precise and contextually relevant responses from GPT-
3.5 in the analysis of the reflection data. These prompts guided the model's generation process to
ensure the extracted topics align with the course subject (i.e., Software Engineering). The framework's
output parser played a crucial role in extracting, organizing, and presenting the data generated by
GPT-3.5 and improving the readability and usability of the endpoint dashboard. The high-level
architecture of our model is illustrated in Figure 1. The process begins with data collection and
preprocessing student reflections gathered from the ‘Minute Paper’ technique where students
summarize their learning experiences and challenges encountered in each lecture. This raw input
undergoes cleaning, tokenization, and section-specific splitting before being stored in a centralized
database. The system's database includes additional data, such as course syllabi and lecture notes, to
facilitate the subsequent prompt-generation tasks. The LangChain framework retrieves documents
from the database using a Document Loader, and the Document Splitter breaks them into manageable
chunks for detailed analysis. The input text undergoes prompt engineering before being processed by
the LLM for topic extraction. The pipeline starts with an API call for the LLM execution, where GPT-3.5
analyzes the prompts and generates results. The output parser structures these responses for more
precise interpretation.

- Decomposition: Breaking down a complex data structure into smaller, more manageable parts,
Deep Reflect - Algorithmic thinking: Developing step-by-step procedures or algorithms to manipulate and
access data in a data structure.
- Pattern recognition: Identifying recurring patterns or structures in data that can be used to
@ Home optimize data storage and retrieval

By applying computational thinking components in data structures, you can design data storage
systems that are optimized for efficient data access and retrieval. Understanding how to use
algorithms and data structures effectively can help you develop software applications that are

> Courses

scalable, reliable, and performant.

To learn more about computational thinking components in data structures, you can refer to
textbooks on algorithms and data structures or take online courses that cover computational
thinking principles. Practicing implementing algorithms and data structures in programming
languages can also help reinforce your understanding of these concepts.

Top 5 Most Challenging Topics:

Week 8

Figure 2: Sample output of the Deep-Reflect dashboard

A distinctive feature of our model is its use of the LLM's language generation feature to provide
instructions and additional guidelines about students' challenging topics. The final stage includes the
analysis and visualization module, which plots key challenges and learning outcomes for each class
session. This module calculates weights based on the frequency and relevance of identified topics and
provides instructors with a clear visual representation of areas where students face difficulties.

3.1 Case Study of Deep-Reflect in a Graduate Software Engineering Course

The primary research question guiding this study is: "How does the application of Deep-Reflect impact
students' learning and performance?" To investigate this, we conducted a case study in a Software
Engineering (SWE) course and evaluated the impact of the Deep-Reflect tool on students' grades. The
study involved two groups: Group A, consisting of 80 students who completed the SWE course in Fall
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2022 before the intervention, and Group B, with 80 students who took the same course in Fall 2023
after the intervention. We hypothesized that implementing Deep-Reflect would enhance student
performance, expecting Group B to achieve higher grades than Group A. After collecting and analyzing
grades from both semesters, we conducted a two-tailed t-test to compare the mean grades of the two
groups, setting a confidence level of 0.05. The calculated p-value was 0.034, indicating a statistically
significant difference in grades. This result led to rejecting the null hypothesis, suggesting that Deep-
Reflect positively influenced students' performance. However, it is important to note that this analysis
is confined to a single Software Engineering course. Further studies are required to draw broader
conclusions regarding the tool's effectiveness across various disciplines. Figure 2 presents a sample
output from the analysis dashboard by showing the frequency of the top challenging topics students
encountered in a specific class session. Users can access additional guidelines generated by the LLM
by clicking on each challenging topic.

4 CONCLUSION AND FUTURE DIRECTIONS

In this study, we developed Deep-Reflect, a tool that utilizes the capabilities of GPT-3.5 through the
LangChain framework by employing a carefully crafted prompt engineering process. This approach
enhances topic identification accuracy and yields more customized outputs for student reflections.
We Implemented this tool in a college-level Software Engineering classroom to provide insights into
students' learning trajectories. Our analysis indicated a statistically significant improvement in grades
post-intervention, highlighting the tool's effectiveness in facilitating formative assessments of
students' reflections via the Minute Paper technique. In the future, we plan to explore additional LLMs
within the LangChain framework to further enhance topic extraction and analysis capabilities in Deep
Reflect. Additionally, we aim to track individual students' learning trajectories over multiple classroom
sessions, offering personalized insights into each student's progress and learning journey over time.
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ABSTRACT: Reducing student dropout rates and enhancing academic success are critical
challenges in higher education. While predictive machine learning models have shown
promise in identifying at-risk students, their practical deployment often remains elusive. This
paper presents a scalable data pipeline to operationalize a suite of grade-prediction models
developed during a Ph.D. program. By integrating Denodo, Dataiku, Snowflake, and Qliksense,
we established a robust and secure data flow, encompassing data collection, transformation,
modeling, validation, and visualization. The pipeline automatically updates predictions every
six months, enabling timely intervention by student care managers. This successful case study
demonstrates the potential of Al and data science to improve student retention and foster
academic success.

Keywords: Learning analytics, educational data, data pipeline, grade prediction, early intervention
1 IMPORTANCE OF GRADE PREDICTION IN LEARNING ANALYTICS

The ability to predict grades and identify at-risk students is vital not only for improving individual
learning outcomes but also for fostering a more equitable educational environment. With insights
from predictive models, instructors can tailor their teaching strategies to meet the specific needs of
struggling students. This targeted approach helps institutions optimize resource allocation, directing
tutoring, counseling, and other support services to where they can have the most significant impact.
Incorporating predictive analytics into education supports data-driven decision-making and enhances
student retention efforts. By providing timely interventions such as peer tutoring and personalized
learning plans, institutions can provide the necessary support and help students succeed, resulting in
reduced dropout rate. Ultimately, predictive models enable institutions to better serve the needs of
students, creating a more inclusive, supportive, and successful learning environment.
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2 RESEARCH WORK ON GRADE PREDICTION AND AT-RISK STUDENT
DETECTION

The research on student grade prediction and the identification of at-risk students was initiated as
part of a Ph.D. funding initiative to develop advanced machine learning techniques, with a particular
focus on grade prediction models (Qiu, 2023). Student academic challenges are identified by
predicting grades based on history. An academic history provides insights into a student's learning
trajectory, including their performance relative to peers, the influence of past courses on future ones,
and the impact of external factors on learning outcomes. Machine learning algorithms can accurately
predict grades. Figure 1 illustrates how the prediction model detects at-risk students.

$
|
{

Figure 1: The workflow of how prediction model detects at-risk students.

The Ph.D. student adopted the above framework by analyzing anonymized data and identifying the
key components highlighted above. Three new models were subsequently proposed with the first
being a two-stage model that incorporates both long-term temporal data and short-term performance
fluctuations (Qiu, Khong, Supraja, & Tang, 2023). Modelling short-term fluctuations allows the model
to account for performance fluctuations due to external factors such as financial challenges and/or
workload demands. The second model introduces a framework (Qiu, Supraja, & Khong, 2022) that
captures temporal dynamics of academic performance, short-term performance consistency, and
peer-relative performance. This comprehensive approach allows for more precise grade prediction by
considering the difficulty of courses in addition to detrimental factors that may affect students within
a given semester. The third model employs efficient data encoding techniques in conjunction with
contemporary Transformer architectures to address inadequate handling of relative performance and
complex data constraints in existing models (Qiu, 2023). The proposed model comprises three core
modules: a relative performance module, a logic reasoning module, and a Transformer-powered
grade prediction module. Collectively, these modules enhance the representation of student data.

The translation of research outcomes arising from a Ph.D. program into practical, real-world
applications requires the adaptation of these sophisticated algorithms to handle diverse and
incomplete data. Challenges associated with scalability across the entire institution, user-centric
interface design, integration with existing IT systems, and cybersecurity requirements were overcome
by leveraging cloud-based data infrastructure, integrating AutoML platform, and implementing robust
security measures. In addition, to ensure successful roll out, data governance policies were revised
while student care procedures were streamlined to adopt a more preemptive stance.

3 TRANSLATION OF RESEARCH TO PRACTICE

Regardless, the ultimate goal of learning analytics is translational so that students and staff benefit
from the insights generated by the models and systems created by researchers even if they have
moved on. A successful example of this translational approach is the translation of the mentioned
Ph.D. research to practice within our university since 2021 after the first model was deployed. Since
May 2023, the team has worked to integrate the Ph.D. candidate’s models, along with other baseline
machine learning models, into our enterprise solution to support schools in identifying and assisting

Creative Commons License, Attribution - NonCommercial-NoDerivs 3.0 Unported (CC BY-NC-ND 3.0)

58



Companion Proceedings 15" International Conference on Learning Analytics & Knowledge (LAK25)

students who may be at risk of academic challenges before mid-way into the semester. The early alert
system now includes a fully-automated data and analytics pipeline, pulling data from our data
warehouse to a data science platform, and finally to a dashboard accessible by designated student
care managers. This process is scheduled to run at the start of each semester.
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Figure 2: The automated model pipeline for grade prediction.

As show in Figure 2, the pipeline comprises a comprehensive infrastructure designed to support
scalable learning analytics and predictive modelling within an institutional context. It begins with data
extraction from various sources, such as Oracle Cloud, containing student academic and performance
data. This raw data is then integrated through Denodo, a data virtualization platform that provides
real-time access to heterogeneous data sources without the need to make duplicate copies to ensure
a single source of truth, enhancing flexibility, and reducing complexity. The data is subsequently
processed in Snowflake, a cloud-based data warehousing platform that allows for large-scale data
processing with the ability to handle the extensive transformations required. Processed data is passed
to Dataiku, which hosts machine learning models that are trained on historical data and automatically
updated with each new semester’s information, making the system adaptive and operationally
sustainable. The outputs of these models are then visualized in Qlik Sense, a business intelligence tool
that provides stakeholders, such as student care managers, with interactive dashboards that provide
a holistic view of each case for efficient diagnosis and decision making. As shown in Figure 3, the
dashboard offers real-time insights, allowing for timely interventions that can improve student
outcomes. This pipeline exemplifies how learning analytics research can be translated into enterprise-
level solutions, integrating advanced technologies to ensure data security, governance, and scalability,
while delivering actionable insights that directly benefit both students and staff.
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Figure 3: The screenshot of the early alert dashboard - names have been redacted for privacy.

By the current semester, the early alert system has been implemented across five schools within our
university. However, the implementation process was not without its challenges. The successful
implementation of the system requires the commitment of departments, including the principal
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investigator and Ph.D. supervisor, the head of the university's [redacted for review] centre, the
student data governance lead, and the data services team lead from IT Services Centre. The synergy
between these administrative departments facilitates the integration of learning analytics research
into real-world practice.

4 IMPACT

Six trials conducted since January 2021, involving 13,944 students. Each semester, the at-risk student
is made available via a digital dashboard to student care managers, who are then responsible for
contacting the student. At the time of writing, the true-positive rate in the schools surveyed is over
70%. The following is the testimony of an Associate Chair (Students) from one school:

...... Prior to its implementation, pinpointing students facing potential challenges was difficult......
With this tool, greater attention can be directed towards the identified students to provide them with
the necessary support and assistance to succeed.”

In the 2023/24 academic year, another school reported that 13 out of 17 students were identified as
requiring assistance by the school care manager. The student care manager shared that:

...... in the past, student care managers might learn about academically struggling students a little
too late and they didn’t have enough time to work with students to try and help them turn things
around. That is until [redacted for review] was developed and they could get alerted earlier.”

For the 13 students identified as being at risk, the student care manager observed an improvement in
their grade point average (GPA) after intervention. One went from failing four modules to achieving
an average grade of B. Another said the support gave him optimism and motivation to persevere and
complete his degree. The student's feedback is provided below:

“I feel that it is very helpful as it gives students like me confidence and hope to make improvements
in my studies knowing the school is supporting and watching over us. Before the call | thought the
school simply do not care about students that are performing badly in their studies. The call definitely
gave me more drive to achieve my goal of pulling my GPA up to at least 2.5 at graduation.”

While many institutions have similarly adopted early alert systems for the benefits of students and
staff, our paper shares how data science and machine learning enterprise infrastructure can be
leveraged to facilitate a seamless integration of learning analytics research produced at the university.
We demonstrate an approach where successful learning analytics research is being translated in a
sustainable and scalable way that avoids becoming yet another dissertation shelved within the
university repository.
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ABSTRACT: Every term, instructors receive course evaluations that, in theory, should provide
them with insights into student experiences in their course. However, manually identifying
recurring themes and extracting actionable insights from potentially thousands of reactions is
extremely time-consuming, if not impossible. We present Evaluation and Learning
Enhancement Via Automated Topic Extraction (ELEVATE), a topic modeling tool designed to
cluster student responses and extract latent themes, topics, and trends from large student
evaluation datasets (within a term or across terms). ELEVATE offers an intuitive dashboard for
users that effectively integrates qualitative (identification of topics) and quantitative
(sentiment type and strength) analyses. Furthermore, this paper presents one case study to
showcase its capabilities in learning analytics: an investigation on variations between offerings
of a Computer Science course taught by multiple professors.

Keywords: Course Evaluations, Sentiment Analysis, LLM Tools, Topic Modeling

1 INTRODUCTION

Student feedback is crucial to improving pedagogy and fostering inclusive learning environments.
Student Evaluations of Teaching (SETs) continue to be the de facto standard for collecting numerical
"scores" and written comments about the student experience in a course (Dziuban et al., 2023). In
courses with large enrollments, the sheer volume of responses makes accurate interpretation of
overall student response challenging. Instructors risk forming a skewed view of their course based on
the most vocal feedback. Consequently, faculty often resort to using simple numerical summary scores
for evaluating teaching quality - a practice that is fraught with issues, including biases against age,
ethnicity, gender, etc. (Heffernan, 2022). Thus, despite the time and effort spent implementing these
SETs, extracting meaningful and representative insights from student feedback remains a significant
challenge.

2 METHODOLOGY

ELEVATE leverages BERTopic (Grootendorst, 2022), a newer topic modeling approach relying on word
embeddings and clustering. Unlike older statistics-driven methods such as Latent Dirichlet Allocation
(LDA), which rely on word frequency and co-occurrence probabilities, BERTopic captures the semantic
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relationship between words in its embeddings. It then clusters similar comments based on their
density and distribution, utilizing HDBSCAN and K-Means respectively. This quantitative approach
results in consistent and reliable topic modeling. Subsequently, ELEVATE uses Llama 3.1 — an open-
source Large Language Model — to generate meaningful topic labels from representative comments
and keywords. Furthermore, ELEVATE utilizes RoBERTa to quantify sentiment with numerical scores
that reflect the intensity of the emotions expressed in each comment. All of this allows for a more
nuanced, consistent understanding of student comments.

Despite the complexity of the approach, what is required of a user is very simple, and consists of
merely having to upload a CSV file with student comments (and optionally, any relevant metadata).
The ELEVATE pipeline then processes the file and outputs a CSV with the identified topics that a user
can download and use for their downstream analysis. This simple workflow is summarized in Figure 1.

Drag and drop file here

Browse files

Time taken: 41.58 seconds

Generated Topics (DataFrame):

nstructor Effectiveness in Face-to-Face vs Online Delivery 5 t is obvious that the instructs

Instructor Effectiveness in Face-to-Face vs Online Delivery 5 There is so much content to ¢

Figure 1: ELEVATE Dashboard Homepage and User flow; 1. Upload a course evaluation CSV file
to run ELEVATE on 2. View output CSV with topic assignment 3. Optionally download CSV file for
further analysis

3 COMPARISON WITH LLMS

Table 1: Comparison of themes generated by GPT-40 versus ELEVATE

GPT-40 ELEVATE

MIPS Programming Experience and Problem Solving
Coding and Languages : . .
Low-Level Programming Experience and Coding Labs

Structured Lecture Materials and Support
Q&A and understanding In person Q&A sessions and Clarification opportunities

Instructor Effectiveness in Face-to-Face vs Online Delivery

Given the ready accessibility of LLMs (Large Language Models), we compared the outputs of GPT-40
and ELEVATE for a file of 213 student evaluations from a Computer Science course. The prompt used
for GPT-40 was “Determine the common themes that occur within the student evaluation file and use
the themes to categorize the student comments.” Table 1 shows examples of how GPT-4o0
overgeneralized themes, producing broad topics, while ELEVATE’s output broke down these broader
themes into detailed, contextually meaningful categories. Thus, ELEVATE provides more defined
topics, allows instructors to better pinpoint specific areas of the student experience and makes
analyzing feedback more actionable. Further, although GPT-40 is capable of sentiment analysis, its
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outputs are qualitative labels (positive, negative, or neutral) whereas ELEVATE outputs a score from
-1 to 1 (most negative to most positive), offering a more precise measure of emotional analysis and
allowing for tracking of theme-specific sentiment trends when combined with other metadata (such
as time). GPT-40 does not perform topic modeling in a transparent manner. Due to its inaccessible
embeddings (which is the case for all LLMs) which are used internally during individual chat sessions
to find topic clusters, the analyses are not reproducible, and the output quality relies heavily on
prompt engineering. ELEVATE uses the same algorithm for embeddings every time, does not require
the user to engage in iterative rounds of prompt engineering and can be represented in a two-
dimensional space (Figure 2), providing a clear picture of how documents are clustered and their
coherence within each cluster.

Structured lecture
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Figure 2: Example showing representation of ELEVATE-generated clustering of topics in two-
dimensional space. This allows for visually inspecting the generated clusters for coherence
within each cluster.

Thus, by simply navigating to the publicly hosted site, uploading a CSV file, and pressing submit to run
the pipeline, ELEVATE provides the user with accurate, robust, reproducible, fine-grained results,
obviating the need for any coding and/or prompt engineering. ELEVATE is also the superior option in
terms of privacy for a variety of reasons: a) ELEVATE does not store any user data; b) ELEVATE does
not use any user data for training; c) ELEVATE can be run locally and/or offline.

4  CASE STUDY

Similar to how undergraduate courses are taught in a variety of institutions and contexts, the
introductory computer science course at a large R01 university is taught by multiple instructors using
standardized content and structure. Previous analytics methods could not differentiate between
student experiences that were rooted in the common course structure and content versus those that
were specific to an instructor. We used ELEVATE to investigate 4,440 student responses collected over
9 course offerings from four different instructors. Further analysis of the ELEVATE output identified
two major patterns within the student comments: instructor (or pedagogy)-dependent topics (for
example, topics 8 and 37 in Figure 3) and course-wide topics (for example, topic 42 in Figure 3).

For instructor-dependent topics, we see an uneven distribution of the comments, with most of the
comments coming from classes taught by one (topic 37) or two (topic 8) instructors. In contrast to
this, topics that are more about course-content or course-wide structure (topic 42) have a much
more even distribution, indicating that these are not about individual instructor practices or
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pedagogical strategies. These insights can be used to promote discussions amongst the instructors
about how to change overall course content or structure, or to increase adoption of successful
pedagogies or strategies used by individual instructors. For example, the other instructors might
consider increasing their use of group discussions and active learning strategies (like instructor D),
based on the student comments seen for Topic 37.

100
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Fraction of Topic Comments

20

0

8 37 42
Topic
1 Instructor A [ |Instructor B I Instructor C B Instructor D

Figure 3: Distribution of comments within a specific topic across four course offerings. Topic 8
is “Quiz and Assignment Issues.” Topic 37 is "Interactive Learning Experience with Group
Discussion." Topic 42 is "Cognitive Challenge and Creative Thinking."

5 CONCLUSION

ELEVATE expands the learning analytics toolbox, allowing users to obtain new insights at the individual
or institutional level that would have previously been impossible. By enabling the identification of key
themes in large and very large SET datasets, instructors and programs can derive actionable insights
to improve the student experience and better assess the impact of any changes to the curriculum or
pedagogy. The case study presented here illustrates the benefits and potential applications of
ELEVATE and highlights its power as a learning analytics tool. We expect to iteratively improve
ELEVATE’s performance while allowing others to access it to derive insights into the student
experience in a variety of ways and across diverse contexts and disciplines.
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ABSTRACT: If you do not have a learner analytics platform as an institution. Should you? And
how might you design and implement it? This case study reviews a journey to launch of a
learner analytics platform, at an institution with c40000 students. It considers the diverse
needs and ambitions of all stakeholders. Central to all design decisions has been “how will this
benefit the students?” We review our stepwise implementation, where each step considers
the scale of change in terms of the combined parameters of awareness of the platform, digital
literacy of stakeholders and signposting supportive actions.

Keywords: Learner Analytics launch, stakeholder analysis, student centered, data literacy.

1 WHO ARE THE PRACTITIONERS?

This case study reflects on the ‘birth’ of a learner analytics platform at a large comprehensive
university. It will illustrate how via an inclusive design thinking process: simple yet strong foundations,
can be created upon which an institution can iteratively design and build — with stakeholders actively
engaged such that they themselves become practitioner-researchers in learner analytics.

Defining practitioner in the context of Learner Analytics is of itself a helpful exercise (Viberg &
Gronlund, 2023). Who is invested in understanding the stakeholders needs, with what motivation and
how is their expertise objective or one of lived experience? Figure 1 (Becoming a practitioner-
researcher, n.d.), provides a method for charting the practitioners. The categorization will shed light
on individual drivers for defining a successful or useful platform.

Own area/function
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Different area/function
Figure 1: Classifying different types of practitioner-researcher, (1 Becoming a practitioner-

researcher, n.d.)
Within a university community the categories of semi-insider, and insider are first identified.
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Insiders, Practitioners of learning: students, are invested in their own journey and should also care
about their data from a privacy perspective — thus learner analytics is a representation of their
individual life journey but alongside this they must be empowered with the data literacy and
signposting to the support their profile indicates, in order that they are best enabled to achieve.

Semi-insiders Practitioners, student facing ‘education advisors’, will be primarily concerned with
understanding an individual student’s circumstances and opportunities — although depending on the
organizational set up they may be responsible for many individuals. These roles can be academic or
professional services. Practitioners who are University leaders, will have strategic institutional
priorities for learner analytics: outcomes from a cohort perspective; effective use of resources for a
given discipline’s delivery; and for ensuring compliance with national regulatory requirements.

Via conferences, and research papers, 'Outsiders’ expertise can be readily accessed. It requires an
internal project lead to realize these resources exist, and to be academically curious to access them.
Academic Researchers of Learner Analytics may focus on evaluating existing platforms where their
research may lead to enhanced learning outcomes. Alternatively, they may be constructing a
prototype with a tightly controlled student numbers, where practicalities of scale-up are not a
requirement.

Remaining, are the ‘semi-outsiders’. One could consider them colleagues from different educational
institutions who are able and willing to articulate their journey, successes, and challenges in
constructing and driving adoption of a LA platform. This case study itself, seeks to be a ‘semi-outsider’
for a university at the early stages of a LA platform implementation plan. We ourselves have
proactively reached out and benefitted from expert advice from other institutions and individuals who
have been generous with their time and advice (Berkeley Online Advising (BOA): Transforming Data
for Student Success, n.d.; LEARN Lab at NYU, n.d.; UTS:CIC, n.d.)

2 WHAT ALREADY EXISTS LOCALLY?

The impetus for the project was needing to understand, via the data, how student cohorts were faring
in the COVID pandemic from an educational engagement and perseverance perspective. The senior
leaders realized that the data existed within the institution, but via many disparate sources with
varying levels of accessibility for different stakeholders. Hence investment was authorized. For our
institution, the choice was made to surface and summarize via a dashboard, the acknowledged
complexity of (messy) data via an internally developed solution. The alternate route could have been
to purchase a solution, e.g. specific software. Both have inherent challenges and benefits, the
commercial, brings the ‘outsider’ voice explicitly into the conversation, alongside additional drivers of
commercial viability for the supplier and the challenge of further data complexity.

That the institutional education data was siloed is a long-standing issue, known by the education
advisors across the university. Local learner dashboards had evolved, designed by frustrated ‘semi-
insiders’, who found the time to make a solution work for their local user case, but had no awareness
of other practitioners who were doing similar across the university. Further, because this wasn’t a
commissioned project, knowledge of the existence of the local learner analytics (LA) processes, and
their effectiveness was confined to the local departmental needs and from a technological perspective
the systems are reliant on individuals remaining in place, and their technological competence.
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A further group of academics were individually mining the self-serve analytics data from the virtual
learning environment, and designing interventions based on their reading of the data, to support their
own cohorts. Because this was considered educational support, as opposed to practitioner-research
or ‘scholarship’, no time or process existed to bring these early adopters together to discuss their
findings or how to enable the less data-confident to benefit from the self-serve resources. Alongside
the mechanisms described above, students individually either self-requested support, spoke to their
tutor, recorded low attendance, or failed formal examinations, and these became the ‘actionable’
insights to which the extensive university support services responded.

In summary, the non-existence of a ‘learner analytics dashboard’ did not correspond to a blank slate.
Recognizing this and designing the project from a people rather than a technological perspective is
seen as key to the project’s success. Driving the design from an actionable insights perspective, at the
LA discipline origin(Siemens, 2013), not, ‘how complex or interesting is this data stream?’ but ‘how
can the data surfaced be used to support an individual student?’ Further, by explicitly framing it as
‘student at the heart’, the project has to date been received positively by students.

3 PILOTING THE POSSIBLE

Initially, an internal technology development team was empowered to build a dashboard. They
demonstrated that despite the complexity of the university data architecture it was possible to
construct a LA dashboard with relevance to individual students. However, the project delivery, scoped
from a technical perspective, did not consider how it would become embedded in people’s workflows
from a supporting student perspective. At senior level the project was rescoped, with the paper
authors as leads representing the people and culture first, technology enablement second, approach.
Two are academics (Wilkin & Greenway), with successful research in their home disciplines, and can
be considered practitioner-researchers in the LA field. They bring expertise of STEM research and
education research within the school sector. Respectively they have responsibility for the digital
ecosystem overall from an academic perspective, and for creating an effective manner of working for
senior tutors across all disciplines. ! The third (Hamilton) has a senior role responsible for student data
systems and education support. Key to success is their combined prior skills, networks across the
organization and silo-free team work (Tett, 2015). The decision was made to proceed via two routes.

Pilot the product designed ‘tech-first’ with a cohort of students who are in a preparatory university
year. The associated education advisors and university support systems could be identified and
supported to become digitally literate in the nuance of the data they were being presented with. This
route led to the further development of the product that was much appreciated by the education
advisors, and the students. Inevitably, the close working with the developers led to bespoke features
that could not be universally rolled out because of the staff training that would be required in order
that the data insights were correctly interpreted within different disciplinary norms.

Create a ‘no-ambiguity product’: if one considers that the actions taken from the data, are the
important criteria, rather than complexity of the data, it becomes evident that ‘consistent actions

! The senior tutor is responsible for overseeing, supporting, and monitoring the tutorial system.
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from the data’ by all education advisors is paramount. Hence, a university strategy was agreed that
requires that at each step of the LA journey, the whole university product requires an underpinning
data-literacy plan for all users (students and staff) that is commensurate with the complexity of the
system. This inevitably required a movement of people-resource from the technical, to digital
adoption. The overarching strategy was to ensure that at ‘birth’ no data was visible for which statistical
inference was required. This led to the launch of a product whose original intent was ‘learner analytics’
with no ‘analytics’. However, the consolidated data, enables facilitated student support and actions
that had not been easily possible previously. It has as an initial objective of data-facilitated tutor
meetings, particularly from advisors who would not have self-served data previously.

4 FUTURE DEVELOPMENT

The launch of the easy to use ‘foundational platform’ is leading to the owners of the local learning
analytics dashboards, those who successfully self-served data from the LMS and experts in inclusion
from an education perspective, to enthusiastically become part of a community of practice across the
university. Working with them, will enable the creation, in small, well-defined steps of a platform that
will support all students. Speed of technical delivery will be throttled by ensuring that data-ethics (Li
et al., 2022), data-literacy(Wolff et al., 2016) and signposting of support for students are prioritized.
There is also opportunity, and a chance to engage from the LAK community(Conceptual Framing, n.d.).
How would you, as ‘outsiders’ (researchers) advise and evidence our future platform development
steps? Given this case study how would you suggest your research conclusions are applied?
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ABSTRACT: In our university’s questionnaire survey, the 4th graders almost always feel less
confident in foreign language acquisition. Clarifying the reason for this phenomenon is difficult
because the questionnaire was not directly related to language learning. Even if it were
clarified, inferring the causal relationships among the factors influencing student confidence
would be difficult without prior domain knowledge. Thus, an automatic causal discovery
method, LINGAM was applied to the questionnaire data analysis. After identifying promising
influence factors and grasping their causal relationships, a Gradient Boosting Decision Tree
(GBDT) model was trained to predict student confidence level from the influence factors. As
the GBDT is a black-box Al model, Individual Conditional Expectations (ICEs) were used for
explaining the relationship between the inputs and output of the model. The combination of
the causal discovery and the explainable Al has revealed that students’ self-evaluation for
practical skills positively influences their confidence in foreign language acquisition and the
GPA in the fall semester of the 4th grade does not.

Keywords: Foreign language acquisition, Influence factor, Gradient Boosting Decision Tree,
Causal discovery, LINGAM, Explainable Al, Individual Conditional Expectation

1 INTRODUCTION

Our university has conducted three types of questionnaire surveys, targeting the 1st, 2nd & 3rd, and
4th graders. At enrollment, the students agreed to their data being used for the purpose of research
and education. The surveys last for more than a decade and almost always reveal that the 4th graders
lack their confidence in foreign language acquisition. This is a serious problem because the university
has striven to foster the students’ global mindset and foreign language skills are a prerequisite for
communicating with people all over the world. In the field of foreign language learning, researchers
have reported that variables such as willingness to communicate, anxiety, locus of control, and self-
efficacy are powerful predictors of foreign language performance (e.g., Yashima, 2002). However, our
guestionnaires were not designed to measure the influence of those variables on foreign language
acquisition. Namely, the items in the questionnaires ask the students about more general topics in
their school days. Therefore, the present study aims at checking if the quantitative analysis of data
not directly related to foreign language learning can serve as a tool to know the reason why the
students feel less confident about their foreign language skills.

2 QUESTIONNAIRE DATA AND Al MODEL

The subjects in the surveys is 444 students enrolled in 2016 and 110 of them positively answered to
the question, “Have you improved your foreign language skills?” The 110 students were categorized
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into Group 1 and the remaining 334 students with negative answers into Group 0. The statistical
analysis to check the significant difference between Groups 0 and 1, and the calculation of feature
importances based on the binary classification between the two groups extracted seven promising
predictors of the response to the question above: 3rd_use_eng, study_meaning, practical_skills,
4th_fall_GPA, 2nd_work_abroad, 1st_fall eng, and international_activities. The 1st_fall eng means
the average score of English classes in the fall semester of the 1st grade. The question about
international_activities asks if students considered how active international exchange is when
choosing the university. The 2nd_work_abroad and 3rd_use_eng measure how much emphasis
students put on opportunities to work abroad and to use English for their future career. The response
to each question was rated on a Likert scale ranging from 1 (most negative) to 5 (most positive) and
the GPA varies from 0 to 5. The author set a regression task where student confidence in foreign
language acquisition (eng_prof_level) is an objective variable and the seven variables above are
explanatory ones. In this task, Gradient Boosting Decision Tree (GBDT) was used as it has high
predictive power without hyperparameters tuning and can handle missing values without any
preprocessing.

3 INFERENCE OF CAUSAL RELATIONSHIPS

Because constructing the structural causal model for questionnaire data is difficult without prior
domain knowledge, an automatic causal discovery method, LINGAM (Shimize et al., 2006) was
employed. Figure 1 shows an estimated causal graph among eight variables, including the objective
variable. The numerals in the figure represent the path coefficient between two nodes. Edges with a
coefficient less than 0.1 were removed. Considering the temporal relationship between variables, the
direction of the edge between 4th_fall GPA and 1st_fall_eng, and the one between 3rd_use_eng and
2nd_work_abroad appear to be reversed. However, most of the relationships among the variables
seem valid. Particularly, the sequential relationship from study_meaning to practical_skills and toward
eng_prof_level would be natural in terms of human motivation. Interestingly, 4th_fall_GPA has
negative influence on eng_prof_level and so does study _meaning on 2nd_work_abroad. It should be
said that the causal discovery by LINGAM is helpful to grasp the overview of causal structure.

3rd_use_eng

4th_fal I_GPA

study_meaning

practical_skills Ist_fall_eng

eng_prof_level

Obijective variable

Figure 1: Causal relationships between the objective variable and the seven explanatory variables
in the regression task.
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4 EXPLAINING THE OUTPUT FROM Al

Although decision tree is a white-box model, GBDT is a black-box model because ensemble learning
with multiple tree models has low interpretability due to the non-linearity of prediction. To explain
how the GBDT-based model predicted the objective variable, the author used a model-agnostic
explanation: Individual Conditional Expectation (ICE), applying the trained model to test data. The ICE
represents the relationship between the output and the inputs for an individual instance. Figure 2
shows the ICEs of two variables: (a) practical skills and (b) 4th fall GPA. Figure 2(a) indicates that the
higher the self-evaluation for practical skills becomes, the larger the output gets. It is noteworthy that
there are three jumps in the output at the values of 2.0, 3.0, and 4.0 for practical skills. On the other
hand, Figure 2(b) shows that the output remains flat or gets even smaller as the GPA becomes higher.
This is surprising because other five variables except international activities are roughly in a
proportional relationship with the output. The 4th graders with high GPAs may feel less confident
about their English proficiency in contrast to their excellent graduation theses.

(a) Practical skills (b) 4th fall GPA
average average
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Figure 2: Individual Conditional Expectations of two variables: (a) practical skills and (b) 4th fall
GPA. The dotted line in orange shows the average and corresponds to Partial Dependence.

5 CONCLUSION

The combination of the causal discovery by LINGAM and the explanation of GBDT model by ICEs has
clarified the influence factors on student confidence in foreign language acquisition and their causal
relationships. The findings obtained can provide teachers with clues to improving their foreign
language classes. For future work, SHAP (another explainable Al) is being applied to the predictive
responses of students with considerably high and low confidence, connecting the explanation to the
type of job they got after graduation.
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ABSTRACT: Digital reading has become an intrinsic part of student learning. One of the key
benefits of digital reading as compared to print reading is access to various affordances,
including highlighting, annotation, and tooltips. However, studies investigating the
effectiveness of these functionalities have been surprisingly limited. In this study, we examine
what kinds of affordances in digital reading improve comprehension. In particular, we focus
on two prevalent forms of affordances, (1) highlighting and annotation, and (2) tooltip access.
We used a two-by-two experimental design with a sample of 179 undergraduate students at
a large Northeastern University and measured students’ comprehension with multiple-choice
and open-ended questions. Results showed that affordance availability was not associated
with multiple-choice comprehension performance, though tooltip access showed a significant
effect on open-ended question performance. When students used available affordances,
highlighting key words relevant to post-test questions was associated with better performance
on multiple-choice questions. Students also had better performance when including
summaries or restatements in annotations. Moreover, students’ comprehension was
positively related to the number of tooltips accessed, with significant correlations for both
multiple-choice and open-ended questions. The implications of our findings and future
research directions are discussed.

Keywords: digital reading, e-book affordances, reading comprehension, learning analytics

1 INTRODUCTION

Digital texts or e-textbooks have become widespread in higher education, often providing
functionalities like highlighting, annotation, and tooltips to support active reading comprehension.
Advocates of digital reading highlight these affordances for their potential to aid memory retention,
engagement, and deeper understanding. However, research on the effectiveness of these affordances
has yielded mixed results, especially in a digital context, where student interaction patterns may differ
from traditional print-based methods. This study focuses on two common affordances: (1) highlighting
and annotation; which allow students to mark important content and write notes, facilitating a deeper
interaction with the material, (2) tooltip access; which provides supplemental definitions or
explanations to enhance understanding without interrupting reading flow. Prior research on e-reading
has mainly focused on comparing print and digital reading (Ben-Yehudah & Eshet-Alkalai, 2018) or has
examined contextual affordances (e.g., highlighting) in isolation. Goodwin et al. (2020) examined
highlighting, annotating, and students’ use of online dictionaries in print and digital reading, reporting
mixed results on the impact of digital affordances. This study aims to examine whether and how these
tools support reading comprehension. We focus specifically on undergraduate students’ use of these
affordances, analyzing how different interaction types and frequencies affect comprehension
outcomes. We have the following research questions: (1) What are the effects of
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highlighting/annotation tools and tooltips access on students’ comprehension? (2) What is the
association between highlighting and annotation use and students’ comprehension? (3) What is the
association between the number of tooltips accessed and students’ comprehension?

2 METHODS
2.1 Participants

Atotal of 179 undergraduates enrolled in an introductory Educational Psychology course participated,
with 163 students’ data analyzed post-outlier removal. The sample comprised mainly freshmen
(60.1%) and sophomores (27.6%), predominantly female (77.9%) and White/Caucasian (84%).

2.2 Procedures

The study had three main parts: a pre-test, a reading task, and a post-test. During the pre-test,
participants were asked about their e-textbook use and prior knowledge of the two reading topics
(i.e., parenting styles and peer social status). Students were then asked to read two textbook excerpts
about two topics in developmental psychology, not covered in the course they were taking. Students
were randomly assigned to one of four experimental conditions prior to reading. We used a 2 x 2 fully-
crossed design (tooltip access available vs. unavailable; highlighting and annotation tools available vs.
unavailable). Participants were assigned to one of four conditions: control, tooltip-only,
highlighting/annotation-only, or combined (where both tooltips and highlighting/annotation tools
were available). After reading the texts, participants were asked to answer reading comprehension
qguestions. Examples of each type of affordance are shown below (Figure 1).

Parenting Styles .

Textbook excerpt from to D textbook

Parenting styles have an important influence

ment. Parenting styles, which thes contr
impact parenting practices,

Control or

jons that parents set for their children.

demandingness, refers to the
Responsivness or nurturing, includes the affection, acceptance, and caring involved in parenting. Responsive

parenting includes accepting a child's 3 and abiities king these into account, such Tosp
that parents are attuned ta their childrens’ feelings, I <+ ects of parenting,

s that parent

Peer Social Status

Excerpt from Introduction to Developmental Psychology textbook

peer social statuses. Peer social stat
socially appropriate and agaressive bel

rt aggression, whereas girls are more likely to

ng middle school. More generally, rat

of relational aggression increase

averal peer statuses based on their demonstration of socially

ocial statuses are popular, rejected, and neglected

ned that there are actually two separate types of popularity.
ciometric popularity is determined by students nominating peers whom

The first type is sociometric popularity.

they most like and most dislike within their classroom or grade. In perceived popularity, students nominate peers

Figure 1: Examples of Affordances in Experimental Conditions (Highlighting and Annotation, and
Tooltips)

We used ANOVA and regression analyses to examine the effects of conditions and specific
affordance interaction on comprehension scores.
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3 RESULTS
3.1 Effect of Affordance Access on Comprehension

No significant main effect was found for either the tooltip or highlighting/annotation conditions on
multiple-choice comprehension scores. A significant main effect was observed for tooltip access on
open-ended questions (F [1, 159] = 4.09, p < .05). Students with access to tooltips scored higher on
open-ended questions, suggesting that additional contextual information facilitated a deeper
understanding.

3.2 Highlighting and Annotations

Students who highlighted keywords relevant to post-test questions tended to perform better on
multiple-choice questions (rs7 = .30, p < .01), supporting the idea that focused highlighting correlates
with better comprehension. Only certain types of annotations, such as summaries or restatements,
were associated with higher comprehension scores, especially on multiple-choice questions (rs7) = .22,
p < .05).

3.3 Tooltip Access and Engagement

The number of tooltips accessed was positively correlated with both multiple-choice (r79)= .28, p <
.05) and open-ended scores (ri79) = .25, p < .05), indicating that accessing additional definitions and
explanations contributes positively to comprehension.

4 DISCUSSION AND CONCLUSION

Our findings indicate that while simply having access to digital reading affordances did not
automatically improve comprehension, students who actively used these tools showed better learning
outcomes. Specifically, students who highlighted keywords relevant to post-test questions and used
summarizing annotations showed better comprehension on multiple-choice tasks. Additionally, both
the availability and frequency of tooltip use were associated with better performance, particularly on
open-ended questions, suggesting that contextual aids can foster understanding by offering
immediate, relevant information that reduces cognitive load. These results underscore the
importance of not only providing digital tools but also guiding students in effective usage strategies.
For educators and digital learning designers, the study highlights a need for adaptive e-book features
that encourage meaningful interactions, potentially through prompts or recommendations for
affordance use. Future research should explore the long-term effects of digital affordance use across
varied content areas to better understand its impact on comprehension and retention.
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ABSTRACT: Educational institutions are increasingly incorporating health and sustainability
into their mission, thereby aiming to support student well-being. With the advances in learning
analytics, researchers have begun to examine the potential of automatically collected study
data as a source for monitoring and predicting well-being. This could enable pro-active
interventions for a wide range of students, such as informing students about their well-being
and offering suggestions to improve their wellbeing. In this paper, we describe the steps that
have been taken so far at a Dutch University towards the development of a student-facing
dashboard that supports student well-being. The paper consists of two elements: 1) We
provide an overview of issues that have been raised in the literature concerning data, validity,
and bias, potential negative effects, and student agency. 2) We provide a description of the
initial prototype of the dashboard.

Keywords: Well-being, Student-facing dashboard, Ethical considerations, LMS trace data.

1 INTRODUCTION AND BACKGROUND

Well-being is a state “in which every individual realizes their potential, can cope with the normal
stresses of life, can work productively and fruitfully, and is able to make a contribution to their
community” (WHO, 2024). Increasingly, students in higher education experience low well-being, with
detrimental effects on study success (Storrie et al., 2010). For example, in the Netherlands almost half
of higher education students experience psychological problems such as anxiety and depression.
Therefore, educational institutions increasingly incorporate health and sustainability into their
mission and strategic plans (Ahern, 2018). The heightened focus on well-being often translates to
interventions such as taskforces, courses, and additional advisors for students to reach out to. These
interventions can be characterized by a “on-demand” approach: it is up to the student to monitor
their own well-being and to reach out for support. The disadvantage of this approach is that students
are often not aware of such programs or are hesitant to reach out (Storrie et al., 2010). With the
advances in learning analytics (LA) - the analysis of students’ learning processes - the potential of

https://www.trimbos.nl/aanbod/webwinkel/af2137-monitor-mentale-gezondheid-en-middelengebruik/.
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automatically collected study data as a source for monitoring and predicting well-being is recognized
(Kuijpers, 2022). Tracing well-being with the help of study data could enable pro-active interventions
for a wide range of students, such as informing students about their well-being and offering
individualized suggestions to improve their wellbeing. However, employing LA to support student
well-being also raises a number ethical issues (Cormack & Reeve, 2022). We are investigating the
possibilities of employing LA for supporting student well-being, with the ultimate aim to develop and
evaluate a LA well-being intervention at our University.

2 LITERATURE EXPLORATION
2.1 Data, validity, and bias

Trace data collected from an LMS have been suggested to reflect changes in a student’s well-being.
However, previous research is limited and shows mixed results, indicating that LMS data may not be
valid or sufficient to capture well-being (Kuijpers, 2022). Other studies have used self-reported well-
being (Hossain et al, 2023). These self-reported measures might be more valid, but also have
disadvantages. By simply asking how a student feels, the student might become more aware of their
mood and act on it. Regardless of what data is used, higher education data are at risk of being biased,
for example due to selection procedures, or because the data are initially collected with a different
purpose (Ahern, 2018).

2.2 Potential negative effects

Potential negative effects of monitoring and visualizing student data related to well-being might also
have unwanted effects. It could for example induce a feeling of unease or being monitored and result
in a reduced sense of well-being (Cormack & Reeve, 2022). Furthermore, a well-being intervention
might become a self-fulfilling prophecy, especially when a prediction is made for the student’s
progress (Prinsloo & Slade, 2016), thereby leading to counter-productive effects.

2.3 Role divison

The extent to which educational institutions should actively monitor and support well-being is also
subject to discussion. It is not always possible educational institutions to take a larger responsibility in
caring for students due to legislation, especially when it concerns medical data as could be the case
for well-being (Ahern, 2018). Asking students to consent to participate in a well-being intervention
seems a viable option. However, students are not always aware what they consent to, which can result
in a biased dataset (Cormack & Reeve, 2022). Even if consent is used as a legal basis, it still requires a
well-thought through intervention and support system. More research is needed to established
recommendations for the issues outlined above. Also, educational institutions need to establish a
code of practice in which they outline their viewpoints, preferably developed in collaboration with
privacy officers and mental health care professionals.

3 DESIGN OF A STUDENT-FACING WELL-BEING LA DASHBOARD

Figure 1 shows a prototype of our student-facing well-being dashboard in which we tried to account
for the challenges described in section 2. The dashboard is to be embedded into the landing page of
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the LMS for easy access. The basis for this prototype is our LA policy? in which the importance of
validity of data metrics and student agency is emphasized. Based on the LA policy and previous
research, we decided not to use individual clickstream data, but to offer well-being quizzes (self-
reported well-being; panel A in figure 1). LMS data is only used on the level of planned activities (panel
B). Panel C provides tips and courses on how to deal with periods of higher workload (from panel B)
and well-being quiz outcomes (from panel A), thereby providing individualized suggestions for each
student. The student well-being taskforce is currently writing a code of practice to clarify the role
division and responsibilities in our University. During LAK25 we would appreciate input on how to
further develop the dashboard, evaluate its impact, and mitigate potential negative effects.

Well-being dashboard

Take a quiz ‘ My schedule and workload News and quick tips

LAST 12 WEEKS

Link to well-being website with

2 - planned activities
Quick tips based on quizzes and

workload

Figure 1: Prototype of a student-facing dashboard that supports well-being
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ABSTRACT: This study compares the effectiveness of different feedback strategies provided
by a learning platform through multiple-choice math tests on pre-class self-learning. A total of
460 5th-grade students participated using the Taiwan Adaptive Learning Platform (TALP),
divided into four groups. All students completed a pre-test before the intervention. After
watching instructional videos, all groups completed a multiple-choice test. TALP provided
three types of feedback during the multiple-choice test: Group 1 received verification
feedback indicating whether their answers were right or wrong; Group 2 was allowed to
answer until correct with hints for incorrect responses; and Group 3 used S-TALPer, which
delivered adaptive feedback generated by Al based on students' responses. The control group
received no feedback on their answers. After the intervention, all students completed a post-
test. The findings showed that all groups demonstrated improvement from pre-test to post-
test, with the control group showing the smallest gain of 12.38%. The effect sizes, when
compared to the control group, were 0.21 for Group 1, 0.45 for Group 2, and 0.86 for Group
3. These results suggest that feedback, particularly Al-generated adaptive feedback,
significantly enhances self-learning. S-TALPer, combining GPT-4 and TALP’s cross-grade
diagnosis system, had the greatest impact, especially for low-achieving students.

Keywords: Feedback, Adaptive Feedback, Digital Learning, Self-learning, Generative Al

1 INTRODUCTION

Nowadays, an increasing number of learning activities take place on digital learning platforms, which
are often equipped with instructional videos and quizzes. Research suggests that providing feedback
on assessments after viewing videos can enhance students’ retention of the material. In these
platforms, multiple-choice tests are the most commonly used assessment format. Three types of
feedback are typically applied: (1) Verification Feedback (Kulhavy & Stock, 1989): Offers a simple right
or wrong indication without further explanation, providing immediate validation of the answer; (2)
Elaboration Feedback (Shute, 2008): Utilizes an "answer-until-correct" approach by offering hints or
explanations after incorrect responses, guiding students toward the correct answer through
progressive reasoning; and (3) Adaptive Feedback (Narciss, 2008): Adjusts dynamically based on the
learner’s performance, providing personalized guidance and modifying the difficulty of subsequent
questions.
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2 METHODOLOGY

A total of 460 5th-grade students participated in this experiment, with 123 in the control group and
111, 95, and 131 in Groups 1, 2, and 3, respectively. After watching a 15-minute instructional video,
students completed the same multiple-choice assessment, but each group received different feedback.
Group 1 received verification feedback (right or wrong without explanation), Group 2 received
elaboration feedback (answer until correct with hints), and Group 3 received adaptive feedback,
delivered by S-TALPer, a system integrated into the Taiwan Adaptive Learning Platform (TALP). S-
TALPer combines Generative Al (powered by GPT-40) with TALP’s cross-grade diagnosis system, which
tracks students’ learning weaknesses from previous grades. It provides personalized guidance and
adjusts the difficulty of questions based on students' responses and performance. The content
focused on 5th-grade math topics, and both pre- and post-tests were administered to assess learning

gains.
Group 1 Group 2 E Group 3 Control Group
e i ide
| \
Receiving Verification Receiving Adaptive
Feedback Feedback No feedback
Figure 1: Experiment Design
3 RESULT

The scores of Pre-test and post -Test are shown as Figure 2, there is no significant difference across
four groups in Pre-test (F=.654, df=3, p=0.58). As post-test was higher than pre-test in every group,
even the control groups (no feedback) improved the least but still with 12.38%.
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Figure 2: Pre-test and Post-test score across groups

Creative Commons License, Attribution - NonCommercial-NoDerivs 3.0 Unported (CC BY-NC-ND 3.0)

79



Companion Proceedings 15" International Conference on Learning Analytics & Knowledge (LAK25)

An ANCOVA was conducted to evaluate the effectiveness of the three experimental groups, with no
significant interaction found among the slopes (F=1.415, p=.238). The results revealed that the three
types of feedback had a significant effect on enhancing learning outcomes. Specifically, Group 1
showed a marginal effect (F=3.99, p=0.47), while both Group 2 (F=17.37, p<.01) and Group 3 (F=61.19,
p<.01) demonstrated statistically significant improvements. Figure 3(a) illustrates the effect sizes
(Cohen’s d) for each group: 0.21 for Group 1, 0.45 for Group 2, and 0.86 for Group 3. Group 3, which
received adaptive feedback, significantly outperformed Group 2, which received elaboration feedback
(p=0.03, with confidence intervals overlapping by less than half a bar), and Group 1, which received
verification feedback (p<.01).

A closer inspection of the scatter plots comparing the performance of Groups 1, 2, and 3 with the
control group reveals that the gap between the two lines (indicating the effectiveness of the assigned
group) is relatively consistent across all pre-test score levels for both Group 1 (Figure 2(b)) and Group
2 (Figure 2(c)). However, for Group 3 (Figure 2(d)), the gap is notably wider, especially among students
with lower pre-test scores, suggesting that the adaptive feedback was particularly beneficial for low

achievers.
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Figure 3: The effectiveness of feedback for experimental groups
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ABSTRACT: Posting a message on a virtual forum to present information is a daunting task for
many students because academic writing requires a formal structure with a logical flow of
ideas. While Generative Artificial Intelligence has emerged as a promising tool for supporting
academic writing due to its capacity for idea generation, concept organization, and even text
production, a research gap lies in understanding the effect on the quality of textual
productions of students who use this technology to support their academic writing process.
This study was conducted to explore the effect of Generative Artificial Intelligence on
vocational education and training students' academic writing using text mining methods. We
focused on two indexes that describe readability in the students' answers in an online course
forum activity. Preliminary findings showed no significant difference between groups, so our
results suggest that students in the group with the forum powered by Generative Artificial
Intelligence did not achieve significantly higher readability than the other traditional forum
groups. Future research will focus on other aspects of academic writing, such as coherence
and cohesion.

Keywords: Generative artificial intelligence, academic writing, educational technology, online
learning, text mining

1 INTRODUCTION

Academic writing is characterized by its formal tone, structured format, and precise language, which
together aim to improve clarity and cohesion in the presentation of ideas. Unlike other types of
writing, it requires a formal structure that accounts for a logical flow of the ideas being presented. For
this reason, the academic writing process is often overwhelming for many students (Shin & Epp, 2023).
Generative Artificial Intelligence offers potential benefits by assisting in idea generation, concept
organization, and even text production, which could be especially beneficial for students who have
difficulties with academic writing skills (Schmohl et al., 2020). Furthermore, recent studies show
positive results of the integration of Generative Artificial Intelligence into academic writing skills,
highlighting the importance of incorporating this technology in the educational field (Maphoto et al.,
2024).

However, in this context, the existing research gap lies in understanding the effect on the quality of
textual productions of students who use Generative Artificial Intelligence to support their academic
writing process. Therefore, it is necessary to explore the potential of integrating Generative Artificial
Intelligence to improve academic writing skills.
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The general research question guiding this study was: To what extent does the use of Generative
Artificial Intelligence affect the academic writing skills of Spanish-speaking vocational education and
training students? We hypothesize that in the context of textual productions in online discussion
forums, texts written by students with the support of Generative Artificial Intelligence (GenAl) would
show greater textual difficulty than texts written by students without GenlA support since the formers
rewrite their responses using Al-generated feedback.

Preliminary findings reveal no significant differences in textual difficulty between the groups.
However, these initial results highlight the need to analyze other dimensions, such as coherence and
cohesion, to gain a more comprehensive understanding of the impact of GenAl on academic writing.
These aspects will be further studied in future phases of our study.

2 CONCEPTUAL FRAMEWORK

We used a conceptual framework that included three variables: academic task, academic writing skill,
and the use of Generative Artificial Intelligence in forums.

The term academic task was defined as discussions in virtual forums assigned to students in an online
course. Students could complete their academic task by writing their responses in one of the two types
of forums enabled in the online course, the traditional forum and the forum supported by Generative
Artificial Intelligence. To understand academic writing skill we considered the concept of textual
difficulty as readability. Readability is the ease with which a text can be read and understood. To
measure it, we used the Fernandez-Huerta Readability and Szigriszt-Pazos Perspicuity metrics (Checa-
Moreno et al., 2021) using the Textstat Python package to calculate statistics from the text for the
Spanish language. Both traditional metrics are limited to estimating the difficulty of the text by
considering only two factors, the average length of words and sentences (McNamara et al., 2014).
Finally, the use of Generative Artificial Intelligence refers to using the GenAl forum app in a Learning
Management System to perform and accomplish an academic task.

3 METHOD

Students who participated in this study were given a consent form. Then, they were asked to answer
a question in an online forum within a week. Participants who answered the academic task in an Al-
powered forum received automated feedback while writing their answers so that they could modify
them in the process of writing the answer while participants in the traditional forum did not have
access to any kind of feedback to enrich their answers. This study followed a quasi-experimental
design, comparing the linguistic readability of the text of writing between students using Al-powered
forums and those in traditional forums, without random assignment to groups. The type of sampling
was by cluster where the unit of analysis was the virtual classroom.

Table 1: Study participants.

Group Students Students valid Num female  Num post
Traditional Forum 94 77 69 91
GenAl Forum 83 73 65 87
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4 FINDINGS

To test our hypothesis, we analyzed texts written by students from a communication literacy online
course who provided their responses in an online discussion forum. Student posts were analyzed using
the Fernandez-Huerta Readability (FHR) and Szigriszt-Pazos Perspicuity (SPP) metrics to assess the
linguistic readability of the text of academic writing. The data was analyzed using descriptive statistics
and a Mann-Whitney U test was used to compare the distributions of readability indices between
groups with traditional forums (Trad-F) and groups with forums powered by GenAl (GenAl-F) because
the data did not follow a normal distribution. The test revealed that students in the group with the
GenAl forum did not achieve significant difference from the other traditional group.

Table 2: Mann-Whitney U test results.

Measure Trad-F GenAl-F U value

! Median Median p-val
FHR 81.62 83.66 3637.00 0.2330
SPP 77.81 80.16 3616.00 0.2618

5 DISCUSSION AND CONCLUSION

The study aimed to investigate the readability of the text in academic writing tasks in online forums
focusing on detecting potential Generative Artificial Intelligence effects on academic writing. We
conducted a text analysis involving methods such as Mann-Whitney U test and descriptive statistics.
The outcomes of the study showed that there is no greater readability of the text in forums powered
by GenAl. The study showed limitations. To assess academic writing skills only was considered
readability, instead of other metrics and the text data analysis involved traditional methods rather
than more advanced approaches. In future works to provide a more comprehensive understanding of
other academic writing skills such as coherence, we will use some cohesion indices using Coh-Metrix
3.0tool (McNamara et al., 2014). Additionally, future phases will expand the study by exploring GenAl-
supported writing in face-to-face courses and evaluating academic writing in summative activities
rather than formative forums to capture a broader range of contexts. These additional analyses will
offer further insights into the educational value of GenAl in supporting academic writing skills.
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ABSTRACT: Teachers play an important role developing effective self-regulated learning (SRL)
strategies in young learners. However, previous research shows that many educators lack
adequate SRL knowledge and do not systematically teach these strategies in the classroom.
Digital tools, like teacher dashboards, offer valuable support to teachers by visualizing
students' SRL processes, thereby aiding pedagogical decision-making. Dashboards can vary in
the type and level of support they provide. To utilize these tools effectively, teachers need to
interpret the data correctly and turn it into meaningful instructional actions. Thus, this
experimental study examined teachers’ plans for the instruction of SRL strategies by primary
school teachers who used either a mirroring dashboard (n = 25) or an advising dashboard (n =
29). The results indicated no significant difference in monitoring accuracy between the two
groups. Importantly, teachers using the advising dashboard showed significantly higher quality
in their planned SRL strategy instruction. This finding highlights the impact of dashboard type
on teachers' pedagogical choices and underscores the need to incorporate features that
support SRL in dashboard design.

Keywords: teacher dashboard, dashboard type, self-regulated learning, primary education,
direct strategy instruction

1 INSTRUCTION OF SELF-REGULATED LEARNING STRATEGIES AND
TEACHER DASHBOARDS

Teachers play an important role in developing effective self-regulated learning (SRL) skills for young
learners. Research indicates that teachers’ direct instruction of SRL strategies positively influences
primary school students’ SRL skills (Dignath & Veenman, 2021). To support students’ SRL, teachers
need to monitor students’ learning process, make informed decisions, and take appropriate
pedagogical actions. This is particularly challenging in dynamic and large primary school classrooms.
Besides, previous research reveals that teachers’ knowledge and implementation of SRL strategies are
often inadequate (e.g., Karlen et al., 2020). Digital tools, such as teacher dashboards, may facilitate
this process by visualizing different phases of students’ learning and providing SRL data (Wiedbusch
et al., 2021). While these tools can offer valuable support, if teachers struggle to understand and
interpret the data displayed, the dashboards may hinder rather than help their ability to support
students (Hoogland et al., 2016). It is, therefore, crucial to examine teachers’ use of dashboards and
their influence on their pedagogical actions during the design phases. Dashboards can be categorized
based on their types and levels of support. Both mirroring and advising dashboards enhance teachers’
classroom awareness by visualizing students’ learning processes. However, advising dashboards go
further by also providing actionable recommendations (van Leeuwen & Rummel, 2019). Only a few
studies addressed the impact of different types of dashboards on teachers’ use of dashboards (van
Leeuwen & Rummel, 2020) and pedagogical actions relating to SRL. Therefore, in this study, we aimed
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to compare the effect of mirroring and advising versions of our teacher dashboard prototypes on
teachers’ planned direct strategy instruction. These prototypes were developed for math subject
based on Winne and Hadwin’s (1998) COPES model of SRL phases. We employed an iterative co-design
approach, including interviews with Dutch primary school teachers who teach math in upper-primary
grades (ages 10-12) to align the dashboard information with teachers’ pedagogical practices.

2 METHODOLOGY

An experimental vignette study using a between-subjects design was conducted to compare two
versions of dashboard prototypes. Fifty-four Dutch primary school teachers (41 female, 13 male, Mage
=32.78, SD = 10.86) completed the study. Participants were randomly assigned to either the mirroring
(n = 25) or advising (n = 29) dashboard condition. Teachers in the advising group were shown four
vignettes depicting classroom scenarios in which the class had difficulties in different phases of SRL
using medium-fidelity dashboard prototype that included additional suggestions integrated into the
system. In contrast, the mirroring group received the same vignettes without any suggestions (see
Figure 1). Dashboard information and suggestions were created based on the theoretical model. The
dashboard shows information on students’ self-reported motivation, prior knowledge, and goals. The
number of assignments made, skill scores, and learning paths were also shown. An example
suggestion for the goal-setting phase is: “You can explain, demonstrate, ask, and remind students how
to set realistic learning goals and plan effectively. For example, students who over- and underestimate
themselves can learn to take into account their prior knowledge, performance, and standards when
setting goals.”. Monitoring accuracy was assessed by evaluating teachers’ ability to identify problems
within the vignettes correctly. Teachers were asked to describe their planned instructional strategies
through open-ended questions. These were later coded by the researchers based on the set quality
requirements. The materials can be found here. Their visualization literacy skills were measured using
Mini-VLAT (Pandey & Ottley, 2023). As teachers’ visualization skills may impact their understanding
and interpretation of data, their Mini-VLAT scores were operationalized as a control variable. Finally,
teachers completed a questionnaire to assess their perceptions of the dashboard use.

Figure 1: Advising (left) and mirroring (right) dashboard vignettes: The mirroring version omits the
light bulb icon for suggestions with identical values. The dashboard was translated into English.

3 FINDINGS AND IMPLICATIONS

Prior to analyses, assumptions were checked to determine the appropriate approach. Preliminary
results showed no significant differences in visualization literacy scores between teachers in the
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mirroring (M = 8.40, SD = 1.44) and advising dashboard conditions (M =9.00, SD = 1.36), t(52) = -1.57,
p =.12,95% Cl [-1.37, 0.17]. The effect size, as measured by Cohen’s d, was -.43, suggesting a small
effect. Thus, we chose to not control for this variable. Similarly, no significant differences were found
in monitoring accuracy in mirroring (M = 1.85, SD = 0.98) and advising (M = 2.09, SD = 0.87) dashboard
conditions (U =314.50, p = 0.41). However, there was a significant difference in the quality of planned
strategy instruction scores (U = 216.5, p = .01*), with advising dashboard group teachers (M = 4.38,
SD = 2.90) scoring higher than those in the mirroring group (M = 2.36, SD = 2.14). The effect size, as
measured by Cliff’s delta, was -.40, indicating a medium effect. The significant difference in the quality
of planned strategy instruction scores favoring the advising dashboard condition suggests that the
design of the dashboards may influence teachers’ pedagogical decisions. This preliminary finding
supports the notion that providing actionable insights regarding SRL has the potential to improve
teachers’ instructional practices. We will also code and analyze teachers’ professional knowledge of
SRL as controlling variable, as teachers’ prior knowledge regarding SRL and its implementation may
influence the results. Teachers’ behavior patterns using dashboards will also be investigated using
process mining techniques to refine our analysis and interpretations further.
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ABSTRACT: Student engagement is a critical component for reading in a second/foreign
language (L2). However, traditional methods of assessing engagement often rely on subjective
measures (e.g., self-reports) or intrusive techniques (e.g., eye-tracking). This study explores
learners’ L2 reading engagement in online environments by analyzing interaction logs of
English as a Foreign Language (EFL) learners. Using 8,076 data points of click-stream data from
an intelligent computer-assisted language learning (ICALL) system, we investigated the reading
behavior of 15 students over two weeks. Engagement scores were used to model students’ L2
reading engagement, as well as explore the relationship between behavioral variables and L2
reading comprehension performance. Results showed that most students maintained
moderate levels of engagement, while a few exhibited sustained high or fluctuating
engagement. It further revealed that certain behavioral metrics significantly predicted the
performance. These findings highlight the potential of interaction logs to uncover individual
differences in L2 reading engagement, providing students and teachers with actionable
intelligence.
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1 INTRODUCTION

As English continues to dominate globally, the need for students to develop strong reading skills in
English as L2 has become increasingly important. Student reading engagement—the behavioral
expression of effort, time, and persistence toward achieving specific reading goals (Guthrie et al.,
2012)—significantly impacts L2 literacy. Recent research highlights a positive correlation between
reading engagement and achievement in reading comprehension (Zhu et al., 2023). Understanding
reading engagement is particularly important in technology-mediated environments, where students
often need to self-regulate their learning without direct teacher oversight. In such contexts,
identifying factors that foster reading engagement is a key to promoting better learning outcomes.
While traditionally, student reading engagement has been assessed using psychological
guestionnaires, these methods face criticism for their subjectivity and reliance on self-reports.
Although eye-tracking has been explored as an alternative (e.g., Child et al., 2020), it poses challenges,
including disrupting natural reading behavior and limited applicability in real-life learning contexts.
Interaction logs have the potential to provide valuable insights into learners’ engagement patterns
without the drawbacks of more intrusive methods, yet research on L2 reading engagement using this
approach remains scarce. We conducted a pilot study on EFL learners’ L2 reading engagement within
a computer-mediated environment, focusing on two research questions: How can interaction logs
from an ICALL system provide insights into learner engagement during L2 reading? To what extent do
engagement metrics, as extracted from interaction logs, account for L2 reading comprehension
performance?
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2 METHODOLOGY

The study utilized 8,076 click-stream data points of 15 university students (F = 4, M = 4, unspecified =
7) from a web-based ICALL system called ARES (Lee et al., 2024) that provides interactive support for
L2 reading, such as glossing on language means and vocabulary. Among respondents to the
background questionnaire, the mean age was 35 years (SD = 18.07), with English proficiency ranging
from Bl to C1 on the CEFR scale. Over a two-week period, students completed eight reading
assignments (mean length = 558 words, SD = 26.2). Each assignment accompanied six comprehension
questions (three factual, three inferential). Four assignments were due weekly, with feedback
provided after submission. In order to answer the first RQ, engagement metrics were defined based
on the behavioral features in Table 1, originated from widely used metrics in navigational analysis in
reading behavior (e.g., Ma et al., 2024), and transformed via percentile rank per assignment and per
learner (ranging 0 to 1) using a formula introduced in Boticki et al. (2019) to account for outliers and
to combine diverse data sources. Each assignment’s total engagement score was the sum of all
variable values (ranging from 0 to 10). L2 reading comprehension performance was measured by the
percentage of correct answers to the reading comprehension questions per assignment and the
relationship between the performance and engagement was calculated using Spearman’s correlation.
Concerning the second RQ, we performed multiple linear regression analysis in order to determine
which engagement metrics account for L2 reading comprehension performance.

Behavioral variable Description

Access to assignment Total count of the access to an assignment

Time (min.) Sum of the total time spent on an assignment

Access frequency Frequency of the access to an assignment per week

Question open Total count of reading comprehension questions opened in an assignment
Question completion Total count of reading comprehension questions completed in an assignment
Feedback open Total count of feedback opened in an assignment

Own grade open Total count of the individual grade opened in an assignment

Average grade open Total count of the class average grade opened in an assignment

Help open Total count of explanations of vocabulary and language means opened
Finish time (min.) Difference between the time of the assignment submission and the deadline

Table 1: List of behavioral variables used in calculating students’ engagement

3 RESULTS AND FINDINGS

Figure lillustrates the transition of total engagement scores and performance scores per student over
the two-week period. It reveals that while most students maintained moderate engagement levels,
several students exhibited stable low (ID = 28) or decreased engagement (ID = 17, 22, 23), highlighted
in red in Figure 1. Notable exceptions include certain students who demonstrated consistently high
engagement (ID = 30) or an increase (ID = 31, 21) in engagement, indicating significant individual
differences in L2 reading engagement patterns, despite the participants having similar ranges of EFL
proficiency levels. The consistent positive correlation between engagement and performance across
assignments shows students with higher engagement scores tended to achieve better performance.
The results of the correlation analysis between the engagement score and performance score
revealed that although there was no correlation observed in the first week, a strong, positive
correlation was observed in the second week (p = 0.61, p <.001). The regression analysis revealed that
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question completion (p < 0.001), finish time (p < 0.002), and access to assignment (p < 0.036) had a
significant positive impact on comprehension performance (R? = 0.846, F(10, 109) = 60.07, p < 0.001.).
These findings highlight the critical role of active task engagement, timely completion of tasks, and
active access in contributing to L2 reading performance.

7 22 23 28
10.0~ -100 10.0- = = = -100 10.0- -100 100~ -100
- e . 1 ¥ g ~
7.5 -75  75- -75  75- 2\ -75  75- -75
5.0- -50 5.0~ /\_/-uu 5.0~ \ -50  5.0- -50
25- \ -25  25- ! -25 25- 1 R Tt
0.0- T I SR ) o S ————— 0 0.0 NEEX SN N — 0
30 3 21 16
10 g 100 10.0- g 100 100 = N _ o TT0I00-N - - .--m_u
S 7S ~ -75 5- =75 7.5- -75 -75 @
T =3
& 5.0- -50 5.0~ -50  5.0- -50 50~ -50 §
o 25- - 28 25 - 25- -25 3
S o0- i -0 3
7 @
E 10.0 L 100 10.0 k- 100 10.0 = 100 10.0 = N
0.0- == == == mm o wm mm -100 10.0- = = = -100 10.0- == ~ L 00- = 0w
E L N TS 7 IR . R e 3
g 75- -75 75~ —+ -75  7.5- ——1 ] 75—____:__/_____—?5 2
8 50~ 50 50— 5y 50 SN T 50 50- -50 ©
s (=]
o 25- -25 25 2 2.5 25 2 25 ®
0.0- -0 00- -0 00- -0 00- } ; 0
2 4 6 8
27 34
10.0- = o ~ -100 100- o —
7.5- O - -75  75- o 2
5.0~ -50 5.0~
25~ -25  25- 5- -25
0.0- - - L0 00- ; ; L0 00- - ; -0
2 4 [ 8 2 4 [ 8 2 4 6 8
Assignment
Metric === Engagement Score == Performance (%)

Figure 1: Transition of engagement scores and performance scores per student

4 CONCLUSION AND LIMITATIONS

Our analysis showed that interaction data from the ICALL system can provide an in-depth
understanding of individual differences in EFL learners’ L2 reading engagement patterns, which is a
key behavioral predictor of performance. However, the small sample size and short learning period in
this study limits the generalizability of these findings, necessitating future research with larger
datasets and longer learning period. Despite these limitations, our approach of unobtrusive and
continuous tracking can reveal unique engagement patterns among EFL learners and provides
actionable insights to both students and teachers.
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ABSTRACT: From 2023-2024, standardized tests for reading and mathematics have been
introduced in primary and secondary education in Flanders (Belgium) to support school
development and enhance educational quality. An inter-university consortium is responsible
for test design, implementation, results analysis and feedback distribution to school leaders,
teachers, pupils, and parents. As part of the consortium, our aim is to design relevant and user-
friendly feedback instruments to disclose the results of these tests to the different user groups.
This poster focuses on the human-centered design of a relevant and user-friendly feedback
report for pupil and parents. Following an Educational Design Research (‘EDR’; Phillips & Dolle,
2006) approach, a first prototype was developed based on government guidelines and
evaluated through semi-structured interviews with pupils, parents, and educational
professionals. The prototype was optimized and tested in a second cycle. In June 2024, pupils
received the feedback report for the first time, followed by a third evaluation cycle using eye-
tracking and skin conductance studies, along with cued recall tests and follow-up interviews.
This poster will present the research findings and design iterations to date, highlighting how
they informed content and interface design and discussing methodological challenges
encountered.

Keywords: Educational Design Research, User-centered feedback, Primary and secondary
education, Eye-tracking, Skin conductance

1 EXTENDED SUMMARY

From 2023-2024 onwards, standardized reading and mathematics tests were introduced in primary
and secondary schools across Flanders (Belgium). These assessments aim to promote school
improvement and enhance educational quality. To support their implementation, a Support Centre
was established, led by an inter-university consortium responsible for the design, administration,
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and analysis of these tests. The consortium also provides digital feedback to key stakeholders,
including school principals, teachers, pupils, and parents. As part of this team, we are responsible for
designing a feedback report that communicates test results to pupils and parents in a clear and user-
friendly manner.

Effective feedback, as Hattie and Timperley (2007) describe, provides external information about a
person’s performance or understanding, which, if applied effectively, can serve as a powerful
learning tool (Hattie, 2008). However, this impact requires feedback to meet certain conditions.
Based on prior research (Van Gasse et al., 2015), effective feedback systems must (1) be relevant to
users, (2) provide actionable insights by offering performance information and clear directions for
improvement, (3) facilitate accurate interpretation, and (4) present information in a clear, easy-to-
use format. In designing a feedback report for pupils and parents, the author prioritized these
principles to make the feedback both valuable and accessible for understanding test performance.
This goal involved a focus on both content (e.g., test results, data visualizations) and the user
interface (e.g., layout, structure, language).

To achieve this, we adopted a mixed-methods approach using Educational Design Research (‘EDR’;
Phillips & Dolle, 2006). EDR combines research and design to address complex educational
challenges by iteratively developing, testing, and refining tools and strategies. This approach enables
the continuous improvement of the feedback report based on user feedback, ensuring that the final
product meets users’ needs and expectations. As McKinney and Reeves (2012) emphasize, the
integration of research and design strengthens both by ensuring that each phase improves the
other.

The feedback report’s development and evaluation process followed three EDR cycles. In the first
cycle, we designed a prototype of the feedback report based on government guidelines. This
prototype aimed to present test results clearly while addressing the needs of pupils and their
parents. In January and February 2024, semi-structured online interviews were conducted with a
variety of stakeholders, including parents, parent associations, and pupil union representatives
(N=11). These interviews offered feedback on content, layout, ease of interpretation, and language,
as well as key elements needed to make the report meaningful to users. The results informed the
first round of prototype optimization, which was tested in a second evaluation cycle.

In the second cycle, the optimized report was evaluated through further semi-structured interviews
with pupils (N=4), providing direct insights into how pupils interacted with the report and
interpreted the information. Feedback from these interviews guided additional improvements,
refining content presentation, user interface layout, language, and data visualizations. Through
these first two cycles, we could iteratively adjust the feedback report, ensuring it met user
expectations and addressed the needs and challenges identified by both parents and pupils.

In June 2024, the feedback report was officially distributed to pupils, marking the beginning of the
third EDR cycle. This phase used a mixed-methods approach to gain deeper insights into users’
attention, emotional responses, and interpretation. The cycle combined eye-tracking and skin
conductance technology to capture detailed interaction data. Eye-tracking technology provided data
on participants’ visual attention by recording where users looked, how long they focused on specific
areas, and which sections they skipped. Eye-tracking data, including fixation duration, saccades

Creative Commons License, Attribution - NonCommercial-NoDerivs 3.0 Unported (CC BY-NC-ND 3.0)

91



Companion Proceedings 15" International Conference on Learning Analytics & Knowledge (LAK25)

(movements between fixations), and total gaze time on various parts of the report, revealed which
sections drew the most attention and which parts were less engaging.

Skin conductance measurements complemented eye-tracking data by recording physiological
responses that indicated users’ emotional reactions to specific parts of the report. By correlating
skin conductance data with eye-tracking moments, researchers could identify which sections
triggered stronger emotional responses, possibly indicating confusion, surprise, or relevance.

After completing the eye-tracking and skin conductance sessions, each participant engaged in a cued
recall session. Here, participants reviewed their eye-tracking and skin conductance data with the
researcher, who asked follow-up questions to clarify specific attention and emotional responses.
This process helped determine how participants interpreted specific data and texts in the report,
how user-friendly they found the format, and what support they might need to understand the
report fully. An interview guide structured these sessions, covering important aspects of the report.
Key areas were identified in advance, enabling targeted questions on specific sections that
prompted longer fixations or noticeable emotional reactions.

Throughout the cued recall sessions and interviews, the researcher documented key observations,
including verbal feedback, participant behaviors, and non-verbal reactions that shed light on user
experience. Participants’ answers were transcribed into a reporting template to facilitate data
synthesis and analysis. Meanwhile, eye-tracking and skin conductance data were analyzed using
Tobii Pro Lab software for detailed visual and quantitative insights into attention patterns and
emotional responses. The results indicated that while the report was clear and understandable for
both pupils and parents, it lacked essential information needed for an accurate interpretation of the
findings. Additionally, we gathered extensive feedback on the different specific sections of the
report. These results will inform further refinements to the feedback report in preparation for
standardized test reporting in 2025.

This poster will present findings from the three EDR cycles and showcase the current feedback
report prototype. Additionally, we will discuss methodological challenges encountered during the
third cycle, particularly with eye-tracking and skin conductance technology, and implications for
future design and research efforts.
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ABSTRACT: This study explores learner engagement patterns in MOOC-based professional
certification programs through longitudinal analysis, logistic regression, predictive modeling,
and sequential pattern mining. Analyzing data from 1,539 learners across three sequential
courses, three distinct engagement trajectories were identified: Consistently High Engagers
(“Stayers”, 50.1%), Persistent Low Engagers (“Stragglers”, 26.2%), and Initial High Engagers
with Later Decline (“Slippers”, 23.7%). Contrary to common assumptions, reading completion
alone did not significantly predict success; rather, early lecture engagement, consistent quiz
participation, and involvement in peer-reviewed assignments emerged as critical predictors.
Although these results show strong associations, they do not establish causation. Random
Forest modeling achieved high predictive accuracy (0.794), with late-stage quiz completion
emerging as a key indicator, and sequential pattern analysis uncovered specific engagement
sequences tied to course completion. These findings highlight the potential for targeted
interventions and offer practical implications for designing effective MOOC-based certification
programs.

Keywords: MOOC Certification Programs, Engagement Pathways, Predictive Modeling,
Longitudinal Retention

1 BACKGROUND

MOOC-based certification programs offer flexible learning but often face high dropout rates, akin to
single-course MOOCs (Joksimovi¢ et al., 2018). Despite Coursera’s Specializations and similar
initiatives (Eriksson et al., 2017), motivation and burnout remain challenges. Engagement—
behavioral, emotional, and cognitive—remains underexplored in multi-course settings (Reich &
Ruipérez-Valiente, 2019), and solitary tasks like reading may not sustain motivation (Kizilcec et al.,
2013). This study examines a six-month certification program spanning three sequential courses
(September 2020-April 2023). Using transition matrices, logistic regression, Random Forest, XGBoost,
and sequential pattern mining, | analyzed learner engagement in three states: Not Started (NS),
Incomplete (IC), and Complete (CP). Results suggest adaptive and collaborative interventions can
bolster long-term engagement, though contextual factors may limit generalizability.

2 ENGAGEMENT PATTERNS ACROSS COURSES

Three distinct engagement patterns emerged: Consistently High Engagers (“Stayers,” 50.1%),
Persistent Low Engagers (“Stragglers,” 26.2%), and Initial High Engagers with Later Decline (“Slippers,”
23.7%). These categories were derived from combined activity frequency (lectures, quizzes, peer
reviews) and progression metrics (NS, IC, CP) via threshold-based segmentation. Learners with steady
engagement were likelier to finish, while those with declining participation often did not. As shown in
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Figure 1 (with enlarged axis labels), transition matrices revealed a significant drop between the second
and third phases, aligning with findings on engagement decay (Reich & Ruipérez-Valiente, 2019). This
drop highlights the challenge of sustaining long-term motivation and suggests context-specific factors
(e.g., course difficulty, scheduling) may affect generalizability. It also underscores the need for
adaptive pacing and continuous support to maintain engagement throughout multi-course programs.
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Figure 1: Normalized Stacked Bar Chart of Engagement Proportion Across Time

3 PREDICTORS OF PROGRAM COMPLETION

Using logistic regression and Random Forest (see Table 1), we found that early quiz attempts and
timely submissions of peer-reviewed assignments correlated strongly with completion, while
discussion forum participation also positively influenced outcomes. However, reading completion was
not significant (Table 1), suggesting interactive activities may be more pivotal in extended certification
contexts. Although these indicators are highly predictive, we emphasize that correlation does not
imply causation. Nonetheless, they offer actionable insights: focusing on early engagement and
facilitating interactive tasks can help sustain motivation throughout longer programs.

Table 1: Logistic Regression Results

Variable VIF Coefficient Std. Error z P>|z| 95% Conf. Interval
Constant - -0.9530 0.178 -5.359 0.000 -1.302 ~-0.604
Reading 8.731851 -0.2361 0.216 -1.091 0.275 -0.660 ~ 0.188
Lecture 7.912747 0.2188 0.190 1.152 0.249 -0.154 ~0.591
Quiz 5.945734 2.3981 0.357 6.719 0.000 1.699 ~ 3.098
Discussion 1.982945 0.1803 0.086 2.104 0.035 0.012~0.348
Peer-reviewed Assignment 3.380423 0.8951 0.124 7.196 0.000 0.651~1.139

4 INSIGHTS FROM MACHINE LEARNING MODELS

The Random Forest model slightly outperformed XGBoost, achieving 0.794 accuracy and 0.829 ROC-
AUC, versus XGBoost’s 0.785 accuracy and 0.822 ROC-AUC. Although both models performed
strongly, | acknowledge that they reflect correlations rather than causation. Notably, late-stage quiz
completion emerged as a key predictor (see Table 2), challenging the typical focus on early
engagement. This underscores the sustained importance of assessments throughout each course
phase, indicating that ongoing, well-timed quizzes can help maintain commitment and enhance

completion rates.
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Figure 2: Feature Importance from Random Forest Model
5 SEQUENTIAL ENGAGEMENT PATTERNS

Using sequential pattern mining (see Figure 2), consistent participation across lectures, quizzes, and
peer-reviewed assignments emerged as the strongest indicator of program completion. The Complete
Engagement Maintenance Pattern was most predictive, underscoring the importance of sustained
involvement over the entire program. Although these patterns correlate strongly with success, they
do not prove causation. This suggests that course designs should integrate continuous assessments,
embed collaborative tasks, and provide adaptive pathways to accommodate diverse learner needs.

Table 2: Sequential Patterns of Engagement

Pattern N

Complete Engagement Maintenance L1.0->Q1.0>P1.0->11.0->Q1.0-> P1.0~>L1.0-> Q1.0 > P10 469

Pattern

Interactive and Reflective Activities Q1.0 > D1.0 > P1.0->Q1l.0~> D1.0->P1.0-> Ql.0 > D1.0-> P1.0 323

Emphasis Pattern

Complete Reading and Evaluation R1.0 > Q1.0 > P1.0 > R1.0 > Q1.0 > P1.0 »> R1.0 > Q1.0 - P1.0 300

Engagement Pattern

Partial Engagement Allowance Pattern R0.96 - Q1.0 > P1.0 - R0.96 > Q1.0 - P1.0 -> R0.96 - Q1.0 - P1.0 232
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ABSTRACT: This study examines how discussion engagement (posts, replies, votes) evolves
across a six-MOOC professional certification program using Latent Growth Modeling (LGM).
Analysis of 8,808 learners reveals a declining trend in posting and replying, with consistently
low voting activity. Significant predictors include prior MOOC experience, instructor
presence, workload, and demographic variables such as age, race/ethnicity, and education.
Findings indicate that structured early interventions, tailored workload management, and
strategic instructor involvement can sustain discussion engagement across multiple courses.
This work also addresses the use of demographic features in engagement prediction,
recognizing potential biases while noting the importance of inclusive course design.

Keywords: MOOC Discussion, Latent Growth Modeling, Engagement Trajectories

1 INTRODUCTION

MOOCs offer scalable learning opportunities, but sustaining engagement, especially in discussion
forums, remains challenging. Engagement decay, where participation declines after the initial weeks,
is a persistent issue (Evans et al., 2016). While prior studies explore engagement in single courses,
little is known about how learner behavior changes over multi-course programs (Ayer et al., 2018).
This study addresses this gap by tracking how posts, replies, and votes evolve over six MOOCs using
LGM to model engagement trajectories, offering insights into the impact of demographic and
participation factors.

2 RESEARCH CONTEXT

This study examined a six-MOOC certification program delivered by a U.S. university over six months.
Learners completed two eight-week courses every two months, with activities including lectures,
assessments, and discussion forums. Engagement data were collected from 8,808 learners across
three phases: Time 1 (months 1-2), Time 2 (months 3—4), and Time 3 (months 5-6). The engagement
metrics included the number of posts, replies, and votes. To account for potential biases, missing data
were addressed using full-information maximum likelihood estimation. Predictors such as gender,
age, education level, enrollment motivation, prior MOOC experience, workload, instructor presence,
and course pacing were also analyzed. The data were anonymized, cleaned, and prepared for LGM
analysis.
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3 RESULTS
31 Engagement Patterns Across Time

Engagement followed a declining trend, with the highest activity observed in Time 1 (months 1-2).
Posting and replying decreased significantly by Time 2 (months 3—4), while voting activity remained
consistently low throughout the program. A subset of learners maintained engagement across all
phases, revealing a diversity in participation patterns.

Latent Growth Modeling (LGM) allows for the estimation of both individual-level variation and overall
trends in engagement over time. In this study, an unconditional model was first tested, followed by a
conditional model incorporating predictors (demographics, motivation, prior experience). The
extended model refined these predictions by incorporating interaction effects.

Table 1: Model Fit for Unconditional, Conditional, and Extended Latent Growth Models

Measure Unconditional Model Conditional Model Extended Model
x? 9515.728 9252.219 9543.094
Degree of freedom 18 27 42

p-value 0.000 0.000 0.000

CFI 0.872 0.877 0.874

TLI 0.744 0.671 0.648

RMSEA 0.245 0.197 0.160

SRMR 0.151 0.103 0.078

AIC 80584.664 79825.037 79742.451

BIC 80775.916 80207.541 80337.458

The unconditional model shows an initial fit to the data, while the conditional model slightly improves
fit by adding predictors. The extended model, with interaction terms, provides a more nuanced view
of engagement but has a slightly higher chi-square value. RMSEA and SRMR values indicate moderate
fit across models. These fit indices suggest that the conditional model offers a slightly better
explanatory power than the unconditional model.

Learners with prior MOOC experience and higher education levels showed stronger growth in
discussion engagement over time. Instructor presence played a positive role in sustaining
participation, while high workloads suppressed engagement early on. Results also suggest that the
interaction between workload and instructor presence moderates engagement trends, particularly in
later phases of the courses. Younger learners tended to increase participation in later phases, while
older learners started with high initial engagement but declined over time.

4 DISCUSSION

IM

The results confirm a common “rise-and-fall” arc, particularly for posting and replying, supporting
prior observations of early engagement decay (Evans et al., 2016). Nevertheless, a “superposter”
subgroup contributed substantially to forums across all phases, underscoring the outsized role certain
learners play in driving discussions. The LGM results showed that demographic factors and prior
MOOC experience explain some variance in engagement over time, with the Extended Model
revealing interactions that clarify how instructor presence or workload can mitigate or amplify these

effects.

These findings also indicate that learners who post actively at the start of the course tend to maintain
or even increase their participation, reinforcing the importance of early engagement. Structured
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introductory activities can help channel this initial momentum, preventing rapid disengagement.
However, learners who focus heavily on posting are less likely to ramp up their replying and voting,
suggesting a preference for content creation over interaction. This pattern highlights the need for
diverse participation incentives, rather than relying solely on traditional posts.

To encourage a more balanced engagement, MOOC platforms can integrate multi-dimensional
discussion tasks that require posting, replying, and voting, supported by gamification elements such
as badges. Empirical evidence from similar studies supports the idea that gamification can foster
deeper involvement. Linking these engagement forms to peer recognition or feedback could elevate
the perceived value of replying and voting. The decline in voting activity over time points to a need
for assignments that tie voting to genuine learning experiences, for example through peer assessment
tasks.

Although demographic predictors highlight meaningful differences, their use demands care regarding
fairness (Baker & Hawn, 2021; Kizilcec & Lee, 2020). Age, race/ethnicity, gender, and education were
included in line with prior work in educational data mining, but with an awareness of potential
algorithmic bias. Non-White learners showed high initial participation but faced challenges in
sustaining it, emphasizing the importance of inclusive course design. Older learners, while active early,
experienced sharper declines, suggesting that more structured support may be needed to maintain
their initial momentum. By contrast, younger participants might benefit from early encouragement to
post. Education level was positively linked to prolonged engagement, indicating that highly educated
learners may be more accustomed to online discussion. Workload management also proved critical,
as heavy workloads suppressed early engagement, though participation rose once learners adjusted.
Phased instructor engagement, involving high visibility and guided activities later in the course, has
the potential to re-energize discussions that may otherwise lose steam after the initial surge.
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ABSTRACT: To examine assessors’ choices of peer work across different proficiency levels and
their feedback focus when supported by GenAl in peer assessment, we invited 179 students
to participate in a one-semester experiment during which they completed three peer
assessment tasks using a customized system—PeerGrader. Preliminary findings from learning
analytics suggest that (1) when given the autonomy to choose proficiency levels, assessors
were influenced not only by their own proficiency levels, in line with Homophily Theory, but
also engaged with materials that facilitated their learning, consistent with ZPD principles; and
(2) when using GenAl, assessors’ feedback focus may broaden to place greater emphasis on
discourse-level aspects compared to non-GenAl-assisted feedback. Future research will
explore the design and effects of larger-scale GenAl-assisted peer assessment.

Keywords: Learning Analytics, peer assessment, pairing choice, GenAl, feedback focus

1 INTRODUCTION

It is widely recognized within the learning analytics community that formative assessment is crucial
for enhancing learning processes and outcomes [3]. However, there has been relatively limited focus
on the learning analytics of peer assessment [2], where students act as assessors and provide feedback
on their peers' work. To examine assessors' learning behaviors and cognitive processing, we have been
conducting design-based research on student assessors' engagement in the feedback-giving process.
Our ongoing research questions are: 1) What choices do assessors make when given the autonomy to
select peer writings across different proficiency levels? 2) What are assessors' key focus areas when
collaborating with GenAl in formulating feedback?

2 METHODOLOGY

This Design-based research was conducted in a blended learning course that included peer
assessments of three EFL writings (English as a Foreign Language), carried out during the Spring
semester of 2024 at monthly intervals. A total of 179 first-year undergraduates participated
voluntarily, categorized into high (H), medium (M), and low (L) proficiency groups based on their grade
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distribution. Among them, six assessors also tested the use of GenAl to assist in formulating and
providing feedback.

A customized peer assessment system called "PeerGrader" was used to conduct peer assessments
and collect data. PeerGrader provided all H, M, and L assessors with the autonomy to select peer
writings across three proficiency levels and recorded their selections. After collation, we obtained
1,347 peer writing retrievals contributed by the 179 assessors and 66 qualitative feedback entries
written by the six GenAl-assisted assessors, which were manually coded by two researchers. The data
were then imported into SankeyMATIC and Excel for analysis and visualization.

3 RESULT AND DISCUSSION
3.1 Assessors’ Pairing Choices

Figure 1 depicts H, M, L assessors’ choices of H, M, L writings across three peer assessment tasks. Each
vertical node represents the total number of retrievals of writings from the respective proficiency
groups (H, M, L) within a single peer assessment, with arrows indicating the sequential progression of
the three peer assessment tasks from left to right. The thickness of the arrows provides a visual
comparison of the number of writings chosen and retrieved by the assessors in every task.
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Figure 1: Assessors’ Retrieval of Writings from Different Levels Across the Three Tasks

Results from the peer assessment analytics indicate that H, M, and L assessors tend to select peer
writings that match their own proficiency levels, which aligns with Homophily Theory [1]. Additionally,
the results showed that more assessors consistently chose to review more M writings; meanwhile, H
and L assessors tended to review each other’s work less frequently. This finding is supported by
Vygotsky’s ZPD theory [4], which suggests that assessors engage more effectively with peer work that
is suitably challenging based on their capabilities and expertise.

3.2 GenAl-assisted Assessors’ Feedback Focus

Figure 2 presents the feedback focus identified by the six assessors across discourse, sentence, and
lexical aspects in three peer assessment tasks. Note that the six GenAl-assisted assessors had the
independence to decide whether or not to incorporate GenAl into any of the three peer assessment
tasks. As a result, three types of assessors were identified: the “Self-sufficient Master” (S1, S2) utilized
GenAl to assist feedback giving for the first and second tasks but provided feedback without Al

Creative Commons License, Attribution - NonCommercial-NoDerivs 3.0 Unported (CC BY-NC-ND 3.0)

100



Companion Proceedings 15t International Conference on Learning Analytics & Knowledge (LAK25)

intervention for the remaining task; the “Cautious Adopter” (S3, S4) gave GenAl-facilitated feedback
exclusively for the third task; while the “Sustained User” (S5, S6) employed GenAl to help them provide
feedback throughout the entire semester.

Discourse Sentence Lexical
5 —e—5l1 5 —.—S1 5 ——S1
4 S2 4 s2 4 s2
: S3 3 $3 3 3
? S4 2 S4 ? : sS4
0 =S (]) .><°w =o=35 0 T ———— =S5
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Figure 2: The Six Assessors’ Feedback Focus in the Three Peer Assessment Tasks

Figure 2 shows the average number of feedback focuses on discourse, sentence, and lexical aspects
for each of the six GenAl-assisted participants across the three peer assessment tasks (total counts of
feedback focuses/number of feedback submissions). Further analysis revealed that the Self-sufficient
Masters’ quantity of feedback across the three feedback focus aspects gradually decreased as they
transitioned from a GenAl-facilitated to a non-GenAl-facilitated condition. Meanwhile, the Cautious
Adopters demonstrated a tendency towards heightened focus on commenting at the discourse and
sentence aspects as they shifted from a non-GenAl-facilitated to a GenAl-facilitated condition. In
addition, the Sustained Users of GenAl exhibited a consistent increase in their focus on discourse,
accompanied by a decrease in their focus on sentences and lexical aspects when providing feedback.

4 MAIN TAKEAWAYS

* By enabling flexible and self-selected peer writings across different proficiency levels, learning
analytics in peer assessment harnesses the strengths of Homophily while capitalizing on the
developmental benefits of interactions within the ZPD.

* The GenAl assistance might be beneficial in enabling assessors to broaden their focus,
encompassing discourse, sentence, and lexical aspects, particularly at the discourse aspect, which
relates to the overall structure, coherence, and logic of the text.
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ABSTRACT: With the increasing digitalization of educational environments, predicting student
comprehension through learning log data has become a prominent area of study. However,
such methods often lack the capacity to provide detailed insights, such as pinpointing which
lecture parts students found unclear. To address this limitation, we analyze open-ended
questionnaires that capture students’ subjective understanding. By examining questionnaire
responses over time using distance metrics and correlating these with student grades, we aim
to predict students’ lecture comprehension. We use a decision tree model to improve
prediction accuracy and provide explainable insights. Our findings suggest that incorporating
temporal changes in questionnaire responses significantly enhances prediction performance.

Keywords: Students’ Performance Prediction, Open-Ended Questionnaires, Decision Tree
1 INTRODUCTION

As educational environments continue to digitize, there has been growing interest in using machine
learning to predict student comprehension and performance. Early detection of students struggling
with lectures can enable timely and targeted learning support (Leelaluk et al., 2024; Namoun et al.,
2021). However, methods relying solely on learning log data can only capture students’ interactions
with digital materials, without providing context for why students may not be grasping certain
concepts. In contrast, open-ended lecture questionnaires capture individual perspectives and
subjective interpretations of the lecture content. This study aims to combine the subjective insights
from open-ended questionnaires with machine learning models. By doing so, we intend to improve
the prediction of student comprehension and provide more actionable insights for educators.

2 PROPOSED METHOD

This study introduces a method to analyze temporal changes in open-ended questionnaire responses
and predict students’ comprehension of lectures using a decision tree model.

2.1 Calculation of Semantic Changes Using Word2vec

To capture the temporal changes in questionnaire responsesiz=2, we first convert the text into
embeddingsieet embeddings-1 USINg @ Word2vec model trained with the Skip-gram algorithm. The semantic
changes between responses from different lectures are then quantified by calculating Euclidean and
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cosine distances between the sentence embeddings. These distance metrics reflect how students’
understanding and responses evolve throughout the course.

2.2 Predicting Students' Lecture Comprehension Using a Decision Tree Model

For the prediction task, we employ the Light Gradient Boosting Machine (LightGBM), a decision tree
model, to train on the calculated distance metrics. LightGBM is chosen due to its efficiency in learning
and its ability to provide interpretable decision rationalesw=1. The students’ grades are used as a
proxy for their comprehension levels, and we use the temporal changes in the questionnaire
responses to train and predict comprehension outcomesiz#==1. By utilizing SHapley Additive
exPlanations (SHAP), we can identify the most influential features contributing to the model’s
predictions, enabling us to provide insights into which factors are most correlated with students’
comprehension of lecture content.

3 EXPERIMENTS

We visualize the semantic changes obtained for each lecture and investigate their relationship with
grades. Additionally, we analyze the accuracy of grade prediction using these semantic distance
measures.

3.1 Experimental overview

The dataset used in this study was collected from the “Information Science” course at a Japanese
University, which spans 15 weeks. After each lecture, students were asked a reflective question:
“Please explain today’s content in your own words.” The students were graded on an A-F scale, with
grades D and C combined due to the small sample size of D, which accounted for only 5% of the total.
The dataset includes responses from 377 students, split into 80% for training and 20% for evaluation.

3.2 Results

Figure 1 displays the median of temporal cosine distances of questionnaire responses categorized by
students’ grades. In this analysis, a distance of zero signifies identical responses across lectures. From
Figure 1, it is evident that students with an F grade exhibited little change in their responses in over
70% of the lectures, while students with higher grades demonstrated larger cosine distances,
indicating more variability in their responses. Next, we assess the effectiveness by incorporating the
temporal changes in the questionnaire responses into a decision tree-based prediction model. As a
baseline, we trained a LightGBM model on the responses for each of the 15 lectures, averaging the

Table 1: Quantitative evaluation results for
the questionnaire dataset.

Baseline : 15-model ensemble
Ours : Model using temporal changes . —
8 P g ~ \ s
. N . \0/‘\—_—.

Baseline Ours 0 e S
0.0 T~ . o
Accuracy [%] 60.41 68.99 R S S e S S T S e
LU O R A A

Distance between lectures

F1 score [%] 53.15 68.84 Figure 1: Cosine distance between lectures
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logits to obtain final predicted probabilities. We used 5-fold cross-validation to compare the accuracy
and F1 score between the baseline and our proposed method. Additionally, we applied class balancing
by assigning weights inverse to the number of students in each grade category.
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Figure 2: Model's reasoning of student with each grade

Table 1 presents the grade prediction accuracies for each method. The results show that the accuracy
and F1 score of the proposed method improved by 8.58 points and 15.69 points, compared to the
baseline. We also analyzed which features were most correlated with grades by examining feature
importance in the proposed model. Figure 2 illustrates the interpretation of the model's reasoning for
a randomly selected student's questionnaire responses for each grade. The results reveal that, for
students with grades A and F, the model places significant weight on the number of unanswered and
the average cosine distance, reflecting the semantic changes in responses. Additionally, for students
with grade C, the model highlights the response changes between the fourth and fifth lectures. In this
case, the student’s responses for these two lectures were identical, suggesting potential issues with
the student’s attitude during the fifth lecture. These findings suggest that the model considers
students’ attitudes toward lectures, such as reusing previous responses, when making its predictions.

4 CONCLUSION

In this study, we evaluated the effectiveness of a machine learning model that incorporates semantic
temporal changes in open-ended questionnaires to predict student comprehension. Our findings
reveal a clear correlation between these semantic changes and students’ grades. We achieved
significant improvements over the baseline by utilizing a LightGBM model trained on temporal change
distances, with a 15.69 point increase in the F1 score. We also demonstrated through visualizations of
the model’s decision rationale that it considers various student behaviors, such as response repetition
and semantic shifts in answers across lectures. This insight offers valuable interpretability, allowing us
to better understand the factors influencing the model’s predictions. Our future work will focus on
developing models that integrate deeper text comprehension to enhance prediction performance.
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ABSTRACT: This study aimed to develop a learning dashboard that places students at the
center of the design process by exploring their needs for dashboard features and testing the
understandability of the dashboard prototype. Employing an iterative and user-centric
approach, we consulted students—the end-users of the learning analytics dashboard—in two
phases. The first phase included a survey with 123 responses to gather student perceptions of
the existing dashboard and identify desired features, categorized into must-have, potential,
and least-wanted, to guide subsequent prototyping efforts. In the second phase, three
prototypes were developed, and 19 individual interviews were conducted. The final prototype
had an average System Usability Score (SUS) of 83.57, and such a positive result underscores
the effectiveness of our design process, highlighting the importance of involving students as
core stakeholders in creating relevant and understandable digital learning tools.

Keywords: Learning Analytics, Dashboard, user-centric design, learning design

1 INTRODUCTION

Demand for automated personalized feedback is increasing due to the larger number of students and
limited university resources (Kivimaki, 2024). Dashboards, visual tools that present learning insights
and individualize feedback, can be considered a viable solution to this problem, empowering students
to proactively manage academic progress. However, it is unclear how to build the dashboard,
especially to comprehensively meet the needs of a broad profile of students in the multidisciplinary
environment across the six schools at the case university. Therefore, this study aims to address two
gaps. Since the case university does not know which theoretical-based features are seen as relevant
by educational stakeholders, following the recommendation of Verbert et al. (2020), the first purpose
of the study is to understand students' needs in a learning analytic dashboard. Secondly, as the
dashboard is a visual-based learning analytics system, there is a need to evaluate the understanding
and usability of data visualizations, involving educational stakeholders in validating the dashboard
functionality and effectiveness against its intended outcome. By addressing these gaps, this study aims
to give an active voice to educational stakeholders in the design process, placing students at the center
of each identified gap to ensure that the learning dashboard can genuinely add value to their learning
experience.

2 METHOD

This research employed an iterative, user-centric approach, consulting students—the end-users of the
learning analytics dashboard—throughout development. The design, shown in Figure 1, included an
initial survey followed by two cycles of prototyping and interviews and a final prototype.
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Figure 1: Research Design
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To address the first research gap, a survey was conducted at the participating university to understand
its students' perceptions of the existing dashboard and identify desirable and helpful features.
Students rated the twenty features from the Borter et al. (2024) study, divided into four categories:
Performance Prediction, Study Performance, Planning, and Resources, on a three-point scale (1 =
must-have, 2 = optional, 3 = unnecessary). To target the research gap, only the feature prioritization
section of the original questionnaire was used, thus focusing on first identifying the necessary features
rather than refining all features, including those that might be deemed unnecessary.

The second research gap, aligning the final design with student needs, was addressed through iterative
prototype testing. Prototypes were created and evaluated based on two key metrics: relevance to
student needs and feature understandability. Desired features from survey data informed two
development cycles, using paper prototyping for the first version and digital mock-ups for the second
and final versions, each including interactive data filtering and exploration. Testing sessions were
conducted through individual interviews and had three parts: identifying student challenges to assess
relevance, testing the dashboard's understandability through task completion, and evaluating the
overall layout and prioritization of features. In the second cycle, a System Usability Scale survey was
also used to collect quantitative data, complementing the qualitative feedback from the interviews.

3 RESULTS
3.1 Survey Results

We surveyed 141 students (45.5% bachelor’s, 54.5% master’s) at the participating university, with 123
fully completing the survey. The findings identified five "must-have" features, each chosen as
“1” by over 60% of students, and four "potential" features, each selected as “1” by over 30% and “3”
by fewer than 20%, or with an average rating below 2. To validate these classifications, we conducted
a T-test comparing each feature’s average rating to the overall average rating across all features. A p-
value of less than 0.05 indicates a statistically significant difference, suggesting that students
overestimated or underestimated the feature compared to the overall average (Figure 2)

Priority Category Feature Selection Rate Average Score  p-value

Performance 1 can see my performance i the finished exercises T S S T 0000
I¢an see information on the st dates . S ST 1 0000
Planning
Mt I can see my study plan overview. 64% i 6% 14 0.000
1 ¢an search for information in the entire required literature of a particular o TS LS 0.000

course.
Resources

14 0.000

I can search for questions and answers from previous exam semesters.

I'can see my performance in the finished exercises, with the possibility to 19 0777

‘work on the same exercises again

Performance
Ican see my performance in the finished exercises, with a comparison to
the mean value of other students

19 0690

Potential
| can access links to additional exercises in the areas suggested for
improvement.

Resources
| can access links to the exercises that | have marked for myself to review

during the eourse

41% 45 14% 17 0023

@ Must be on my dashboard @ | would like to see it on my dashboard, but don't necessarily have to @ I don't need it on my dashboard

Figure 2: Categories of Features
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